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Introduction

Context

These last few decades have been witnesses to unprecedented advances in the field of wireless
communications, including the fifth-generation (5G) mobile communication standard devel-
oped by the 3GPP [3GP18], which seeks to provide massive broadband seamless connectivity
along with ultra-reliable and low latency, with relatively low complexity. This is empowered
by enabling further development in communication protocols such as the Internet of Things
(IoT), Machine-to-Machine (M2M) type communications, and more [Jia+17; ZPH19]. How-
ever, due to the particular latency and complexity constraints for such new protocols —M2M
and IoT— the design of new-generation communication systems calls for more intricate and
adaptive schemes than the classical solutions. The main limitations of the classical commu-
nication techniques are that (i) they are often block-wise designed, (ii) they are based on
asymptotic optimality results, and (iii) they are very dependent on accurate modeling of the
communication scenario.

As an alternative to these classical schemes, machine learning-based solutions are cur-
rently being explored extensively as enhancers or substitutes for many components of the
communication chain [Eld+22; Sim18], focusing on applications in the physical layer (PHY)
[Ye+24] (channel coding, modulation and waveform design, channel estimation and equal-
ization, MIMO precoding and decoding, resource allocation, etc.) but also the access and
network layers [Ahm+20; MLL19]. The main advantages of machine learning-based solutions
are that they can allow for an end-to-end design, they may not require an accurate model
of the communication scenario, and they can adapt to varying communication conditions.
As such, these solutions are foreseen to play an even more prominent role in the upcoming
6G mobile communication standard, which will require even higher data rates and reliabil-
ity, lower latency, and an increased flexibility compared to 5G [Row+24; She+20]. Besides,
beyond the mobile communications settings (5G, 6G), recent works have also reported poten-
tial enhancements enabled by machine learning-based solutions in satellite communications,
where their applications include interference detection, flexible payload configuration, and
congestion prediction [Vaz+21]. Machine learning-based solutions are also being studied in
optical communications settings as a way of dealing with non-linearities, software-defined
networks, and parameter estimation, among other use cases [Kha+19; Zib+16].

As an essential —and often time-consuming— part of the communication system, channel
coding for next-generation mobile communications (M2M and IoT) calls for the use of shorter
block lengths, as they possess lower latencies compared to codes with longer block lengths.
However, classical channel coding schemes carry two major drawbacks: (i) they are less
reliable under non-asymptotic block lengths; and (ii) optimal decoders for short block lengths
usually have a large computational complexity, leading to higher latency [Row+24]. The
design of optimal and low-complexity decoders for short codes is thus of crucial importance
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for next-generation communication standards.

Early channel coding solutions using machine learning (more specifically, neural networks)
were presented over thirty years ago [YBW89]. In 1989, a neural network was proposed as
a Maximum Likelihood (ML) decoder for generic block codes [ZHA89]. In the same year,
Bruck and Blaum determined the equivalence between finding the global maximum of a neu-
ral network function and ML decoding [BB89], even though the problems were recognized as
NP-hard, and hence, intractable for the code lengths employed in realistic communication sce-
narios. These first works constituted only a proof-of-concept for deep learning-based channel
coding solutions due to the lack of maturity of deep learning solutions and the limitation in
the available computational power. However, the recent advances in deep learning triggered
a renewal of interest in machine learning-based channel coding with the work of Gruber et al.
[Gru+17] in 2017 which built a quasi-optimal neural network decoder for a very short Polar
code. This constituted a turning point in the literature after which the design of machine
learning-based channel coding schemes was massively undertaken by both the scientific and
the industrial research communities [Lim+24; Niu+21].

Curse of dimensionality and contributions

Gruber et al. [Gru+17] trained a Multi-Layer Perceptron (MLP) to learn to decode very short
binary linear block codes, namely a (16, 8) Polar code [Ari09] and a (16, 8) random code. This
led to two very important conclusions. The first conclusion is that Deep Neural Networks
(DNN) —such as an MLP— can fully learn to decode a linear code with close-to-optimal error
probability when trained over the set of all valid codewords. However, this result remains valid
only for very short codes, for which training over all valid codewords is practically possible.
As the code length increases, the network’s learning capacity rapidly shrinks. The second
conclusion of [Gru+17] is that training a DNN on only a subset of the valid codewords (e.g.,
70% of the codeword space) entails a performance loss for both random and structured codes.
However, for random codes, the resulting error probability on the unseen codewords during
training corresponds to that of a random guess decoder, whereas for the structured code
(Polar code), the error probability of the unseen codewords outperforms that of a random
guess. Hence, the more structured the code, the better the generalization capability of the
DNN-based decoder.

These two conclusions establish the curse of dimensionality —originally introduced by
Wang in 1996 while implementing a neural-based Viterbi decoder [WW96]— which constitutes
a major challenge for the scientific communities that study machine learning for channel
decoding. The curse of dimensionality (also referred to as scalability problem) is due to three
main components. First, for an (n, k) channel code, the codeword space is composed of 2¥ valid
codewords of n bits. This exponential growth engenders a training dataset size exponentially
increasing in k, which becomes intractably large to be fully explored even for short-to-medium
length codes. Second, in order to prevent over-fitting to the noise realizations, the training
dataset should allow to see each codeword with a variety of noise realizations, which expands
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further the size of the training dataset. Last but not least, the larger the block length of the
code, the larger the structure of the neural network needed to properly learn the decoding
function, inducing thus an increase in the number of trainable parameters, in the number of
training epochs and, often, in the batch size. In the following, we detail our contributions in
tackling each of these manifestations of the curse of dimensionality.

1) Number of noise realizations: bitwise SVM

One important aspect of the curse of dimensionality due to noise realizations pertains to the
set of correctable noise realizations. To exemplify this, let us consider an (n, k) block linear
code used to communicate over a Binary Symmetric Channel (BSC). As the code length n
increases and the code rate R = k/n decreases, an optimal decoder is able to correct a larger
amount of bitflip patterns that affect the transmitted signal. For instance, for a code of
length n = 8 and with an error correction capability of ¢ = 1 bit, there are 8 correctable
bitflip patterns'. In contrast, for a code of length n = 100 and an error correction capability
of t = 5 bits, the number of correctable bitflip patterns is equal to:

5
100
Z<.>%79><106 (1)
, i
=1

This imposes an ever-growing number of possible noisy inputs that should be decoded as the
same codeword, and the same is valid for every possible codeword.

To tackle the curse of dimensionality due to the number of noise realizations, we explore
Support Vector Machines (SVM). SVMs are one of the most studied machine learning-based
approaches in the literature [AML12; Sal+14], and were introduced over thirty years ago by
Vapnik, Boser, Cortes, and Guyon [BGV92; CV95; Vap97]. They belong to the supervised
learning methods, and are appealing for several reasons. First, they exhibit the so-called
mazimum margin property, since they entail a binary classifier which divides the dataset
with a hyperplane that is at an equal and maximum distance from both classes. This will
allow us to reduce the number of noise realizations for each class (codeword). Second, their
training consists in a convex optimization problem, which ensures the convergence to a global
minimum. Third, the mathematical construction of the classifier exploits usually a smaller
subset of the dataset (called the support vectors) to produce the classifying function. For
these reasons, SVMs have been widely employed in many communication applications, such
as channel estimation [APP20; Gar+06], physical layer security [HDL19], multiuser detection
[GK99], channel equalization [Gia+18; LHLO5|, and wireless signal identification [Tek+19],
among others.

Previous studies have addressed the application of SVMs in channel decoding, as in [DH10;
KBO0S8; SY16]. For instance, [DH10] applies SVMs to adaptive modulation and coding in real-
time scenarios, achieving significant complexity reductions over prior algorithms. In [KB08],
the authors introduce a pairwise SVM-based decoder that demonstrates competitive perfor-

!There are probably a few more, but for simplicity, we only consider the patterns with at most ¢ bitflips.
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mance for convolutional codes, though at the cost of significant computational complexity.
A similar approach is observed in the works of [Ram+09] and [SY16], where minor adjust-
ments to training and application are made while adhering to the same pairwise classification
strategy. In this method, however, both the necessary training dataset and the number of
binary classifiers that constitute the decoder grow exponentially with the size of the code.
This results in an intractable decoder when applied to a code length that is larger than a few
bits. The largest implemented code has a length of n = 15 bits [SY16], and employs up to
100 noisy realizations of each valid codeword.

In this thesis, we introduce a novel bitwise SVM-based decoding framework that greatly
reduces the number of binary classifiers to generate from 2* to k for a channel code of pa-
rameters (n, k). Additionally, the maximum margin property is exploited in order to reduce
the training dataset size to only one noiseless sample per valid codeword, as opposed to pre-
vious contributions which employed several noisy realizations of every possible codeword. We
conclude by proving mathematically the equivalence between the proposed SVM decoder and
the ML decoder in an Additive White Gaussian Noise (AWGN) channel. Hence, even if the
complexity is greatly reduced with respect to previous SVM-based channel decoders, the curse
of dimensionality pertaining to the size of the codeword space remains, which led us to the
exploration of deep learning-based solutions.

2) Number of valid codewords: message-oriented model-free decoder

The SVM-based decoding framework, as we have approached it, is not able to learn properly
without employing at least one sample of each class, i.e., of each possible codeword. This
constitutes the second element of the curse of dimensionality, where the number of possible
codewords increases exponentially with the code dimension (see Section 1.1). Hence, our
motivation is to explore solutions that learn a decoding function without the need to explore
the entire codeword space.

DNNs are well-known universal approximators [HSW89], which means that, when properly
constructed, they are able to approximate any continuous function. Additionally, through
optimization algorithms such as Stochastic Gradient Descent (SGD) [Ros58], this function can
be obtained solely through input and output data of the desired function, i.e., the training
dataset. This is why previous works have implemented this type of network as potential
decoders but have faced the scalability problem [Gru+17; WW96]. Thus far, there are two
main approaches present in the literature that undertake this problem and produce neural-
based decoders with reasonable performances while only being trained on a subset of the valid
codewords. These systems will be henceforth referred to as scalable neural decoders.

The first scalable neural decoder is a model-based approach, introduced by Nachmani et
al. in 2016 [NBB16], which proposes a neural extension of the well-known Belief Propagation
(BP) decoding algorithm [RL09]. It consists in, first, assigning weights to the edges of the
Tanner graph on which the BP algorithm iterates through, and then training the resulting
neural network to minimize the error rate using a stochastic gradient descent algorithm. Due
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to the iterative nature of the BP algorithm, [NBB16] resorts to a deep unfolding procedure,
where the Tanner graph is unfolded into a DNN with twice as many layers as iterations em-
ployed, and the links between the layers abide by the structure of the code’s bipartite graph.
The main advantage of this technique is that it preserves the message passing symmetry
conditions of the original BP, and as a consequence, the error rate is independent of the
transmitted codeword. Therefore, it suffices to train the network with noisy observations of
a single codeword, instead of the entire codeword space. This technique has been shown to
partially reduce the negative effect related to the presence of short cycles in the Tanner graph,
and systematically improve performances of the BP algorithm in dense codes. This work led
to further advances in this approach that target lower complexity and better performances,
including the implementation of Recurrent Neural Networks (RNN) [Nac+17; Nac+18], au-
toregressive architectures [NW21], advanced loss and multi-loss functions [LG18; Nac+18],
Graph Neural Networks (GNN) [SW20], alternative labeling schemes [Che+23], and even the
extension to other structures like factor graphs in Polar coding [Ari09; Xu+17].

Nachmani’s model-based approach was proposed as an improved BP decoding for short-
to-medium length BCH codes, which are high-density parity-check codes and thus prone to
short cycles in their Tanner graph. Indeed, in that scenario, weighted BP produces better
decoding performances than the classical BP algorithm. However, BP decoding is well-suited
for very large and sparse codes —such as Gallager’s Low-Density Parity-Check (LDPC) codes
[Gal63]— due to the absence of short cycles in the bipartite graph induced by the parity-check
matrix of the code. This minimizes the message correlation in the iterative algorithm, which
in turn enables close-to-optimal decoding performances. In contrast, when applied to short
or medium-length and dense codes —namely, BCH codes—, BP performs poorly compared
to maximum likelihood decoding. Even if neural BP can partially alleviate the performance
deterioration caused by the presence of short cycles in the Tanner graph, its impact remains
moderate. Thus far, and to the best of our knowledge, no model-based implementations have
been proposed that display close-to-optimal performances for the aforementioned types of
codes.

The second technique consists of a model-free approach, introduced by Bennatan et al.
in 2018 [BCK18a| and is tailored for transmissions over a Binary Input-AWGN (BI-AWGN)
channel. In this scenario, the proposed decoder seeks to estimate the positions of the Binary
Phase-Shift Keying (BPSK) symbols in the modulated codeword that have suffered a change
in their sign, or analogously, in the binary domain, a bitflip. A preprocessing stage is added
before the decoder, where the received signal y is divided into its absolute value |y| (also
called reliabilities) and its syndrome s, defined as:

s=Hy’=H(code) = Heb, (2)

where H denotes the parity-check matrix of the code, y® represents the hard decision associ-
ated with the received signal y, ¢ indicates the transmitted binary codeword and e’ is a binary
vector containing ones in the flipped positions and zeros everywhere else —also referred to
as the bitflip pattern. Authors in [BCK18a] proved that these two elements (Hy?, |y|) are
sufficient statistics for the optimal estimation of the bitflip pattern e’ and are, by definition,
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independent of the transmitted codeword. This implies that (i) optimal decoding can be
achieved with this framework; and (ii) training can be carried out using noisy observations of
a single codeword, equivalently to the model-based approach. The original work by Bennatan
et al. employed MLLP and RNN as estimators for the bitflip positions, while further works have
also used transformer-based architectures [CW22b; Par+423| and other iterative approaches
[CW23; KP20]. Thus far, the contributions in the model-free approach have been focused on
employing new NN-based architectures to obtain better results with lower complexities.

The model-free approach, though harder to interpret than the model-based, has shown
competitive performances when applied to Polar and BCH codes, and approaching optimal
error rates in some circumstances. However, the work in [BCK18a] presented some limitations
that could be enhanced to further reduce the error rates: (i) the decoder estimates the entire
codeword, assigning equal importance to every bit, regardless of whether it is an information
bit or a parity bit; (ii) the application of the decoder to non-systematic codes implies further
linear operations on the estimated codeword that leads to a penalty in performance; and (iii)
the impact of the choice of the parity-check matrix is not discussed nor evaluated, despite the
fact that its shape and structure has a very profound impact on the decoder’s performance.

In this thesis, we present a novel message-oriented version of the model-free approach
(as opposed to the codeword-oriented decoder in the literature [BCK18a; CW22a; KP20;
Par+23]), which makes use of a pseudoinverse function to target only the information bits in
the codeword at the expense of the parity bits. This results in a significant improvement in
decoding performance, both due to the message-focused approach and the elimination of non-
valid-codeword decoding outputs. Moreover, the proposed system can be straightforwardly
applied to non-systematic codes, such as Polar codes in their original form [Ari09]. Finally,
we study the influence of the parity-check matrix on the decoder’s training and performance
employing metrics from information theory [Sha48], and propose a simple algorithm to build
a more suitable parity-check matrix according to these metrics.

3) Size of the neural network: r-ECCT

The third manifestation of the curse of dimensionality pertains to the number of weights (i.e.,
trainable parameters) in the neural network, which tends to increase drastically with the
code size, and impacts particularly the model-free approach, as we will see in Chapter 3. The
original work that proposed the model-free approach employed MLP and RNN [BCK18al,
which involves a number of parameters that reaches 20 million for a channel chode of length
n = 127 bits. In 2022, Choukroun et al. introduced a transformer-based architecture [CW22a]
—therein referred to as Error Correction Code Transformer (ECCT)—, inspired by the work
of Vaswani et al. in 2017 [Vas+17], that reduces the weight count to 2 million for the same
code, while maintaining similar performances when applied to dense codes. Other works have
not proposed any new deep learning-based architecture that further reduces the size of the
neural network [KP20; Par+23].

In this thesis, we introduce a novel recurrent version of the ECCT, which we call r-ECCT,
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that tackles the space/memory constraint of model-free decoders by reducing the number
of parameters to only a fraction of the parameters of the ECCT. A complexity analysis is
carried out that compares the total size of each considered network as a function of the code
size and other hyperparameters to be selected.

4) Extension to higher-order modulations

A final important element concerning the model-free decoding approach is that it relies heavily
on the symmetry properties of the BPSK modulation scheme, where the inputs of the decoder
—i.e., the syndrome and reliabilities— are independent of the transmitted codeword. This
enables the single-codeword training property, which is key in the scaling capabilities of
the model-free decoder. However, in order to render it applicable in realistic scenarios, the
decoder must be adapted to support higher-order modulations, such as Phase-Shift Keying
(PSK) and Quadrature Amplitude Modulation (QAM). As far as we can assert, no study
has been carried out to analyze the application of the model-free approach to higher-order
modulations, including an optimality analysis and simulation results.

In this thesis, we propose a model-free decoder that extends our previous system to the
case of higher-order modulations. For this purpose, we investigate first a Bit-Interleaved
Coded Modulations (BICM) scenario, which maintains the necessary symmetry properties to
prove the proposed decoder’s optimality. We characterize the equivalent channel between the
transmitted codewords and the received Log-Likelihood Ratios (LLR) (which will serve as
inputs to the decoder) using results from the literature [Alv08; CTB98]. Once the decoder’s
optimality is proved and the training set design is discussed, we evaluate the performance
of the proposed decoder employing the main architectures from the literature (i.e., RNN
and ECCT) along with the previously proposed r-ECCT. We then discuss the extension of
the proposed decoder to generic Coded Modulations (CM) and illustrate our results with
numerical simulations.

Organization of the work

This thesis has four chapters. Chapters 2, 3, and 4 contain our contributions and results.

Chapter 1 provides the reader with a brief overview of channel coding and linear mod-
ulations, focusing on the aspects that are necessary to understand this work. The optimal
decoding rule —the so-called Maximum A Posteriori (MAP) decoder— is mathematically
detailed and compared to the ML decoder. Finally, a few elements regarding classical de-
coders are presented and discussed, such as the Ordered Statistics Decoder (OSD) and the
ML bound.

Chapter 2 offers an end-to-end study on SVMs and their application to channel decoding.
A first theoretical deduction of maximum margin classifiers is given, followed by a state-of-
the-art study on previous attempts to implement SVM-based decoders. Subsequently, a novel
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framework is proposed that significantly reduces the number of SVM functions to produce
but also minimizes the size of the dataset needed for training. Finally, a study on complexity
is carried out, the limitations of our system, and possible perspectives for future works.

Chapter 3 starts by introducing the model-free approach, its decoding framework, and
its main limitations. Then, the most relevant neural-based architectures are outlined. We
continue by proposing a novel message-oriented decoding system that significantly improves
performance and is directly applicable to non-systematic codes. Additionally, a recurrent
version of the transformer-based architecture is proposed, and a full complexity analysis is
carried out between all the considered neural networks in terms of the total number of weights.
Finally, we perform a study on the influence of the parity-check matrix on the training and
performance of the decoder, proposing an algorithm to select a more convenient matrix. All
studies and analyses are accompanied by their respective Bit Error Rate (BER) studies,
employing several Polar and BCH codes of different sizes and rates.

Chapter 4 builds on the system proposed in Chapter 3, and extends it to higher-order
modulations. For this purpose, we start by characterizing the equivalent channel between
the transmitted codewords and the received LLRs in a BICM setting. Then, we prove the
decoder’s optimality, and discuss the difference pertaining to the training dataset compared
to the BPSK-specific scenario. Finally, the decoding performance of the proposed decoder is
evaluated through several short-to-medium length Polar and BCH codes.
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This chapter will provide the reader with a brief introduction to coding theory, based on
the work of Blaum [Blal9], along with an overview of linear modulations to be employed in
this work. Then, the basic system model is presented, outlining the nomenclature employed
in each stage of the communication chain. Subsequently, the Maximum Likelihood (ML)
and Maximum A Posteriori (MAP) decoding rules are derived and compared. Finally, a few
important classical decoders are introduced, and a procedure for computing an ML bound is

described.

11
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1.1 Introduction to binary linear block codes

1.1.1 Binary codes

Let us set the layout for the transmission of a binary frame u € {0, 1}* —henceforth referred to
as message— through a noisy channel. Due to several potential impairments (e.g., additive
noise, fading, multipath, frequency or time selectivity, etc.), if we decided to transmit the
desired message directly, we would very often encounter errors in reception. For this reason,
channel coding is employed, where the message of length k is mapped into a longer binary
frame ¢ € {0,1}" —i.e., the codeword—, where n > k. These extra bits act as redundancy
that allows us to retrieve the original message in case of errors inserted by the channel, or
at least detect the presence of errors in the received codeword. Such a code is said to have
k information bits and n — k parity (or redundant) bits, and is also called a Forward Error
Correction (FEC) code.

errors

estimated
message codeword noisy message
u Bi c codeword u
o
code
[0,1,0,1] [1,1,0,0,1,0] [1,1,0,1,1,0] [0,1,0,1]

Figure 1.1: Simplified schematic of binary channel coding. An imperfect channel (e.g. a
binary symmetric channel) adds errors to the transmitted codeword. The decoder seeks to
correct these errors.

Definition 1.1 (Binary linear block code). A binary linear block code of size (n, k) is given
by a k-dimensional subspace of the n-dimensional vector space given by:

Vo = {[c1,¢2,...,cn] : ¢; € GF(2), Vi € [1:n]}, (1.1)

where n is also referred to as the code length and k the code dimension, and GF(2) denotes
the Galois Field of order 2.

Observe that, throughout this thesis, we work exclusively with binary linear block codes.
Hence, all matrix operations, unless stated otherwise, are performed in GF(2). For an in-
depth introduction to fields and group theory applied to linear codes, see [Moo05, Chapters
3 and 5].

1.1.2 Basic concepts

We have stated that a binary linear block code of length n is comprised of a set of binary
sequences of length n. Consider now the following definitions regarding binary codes and
their properties.
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Definition 1.2 (Hamming weight). Given a binary codeword c¢ of length n where each
¢ € {0,1} Vi € [1 : n], the Hamming weight wg(¢) is defined as:

n

wr(e) £ ) e (1.2)

In other words, the Hamming weight w(c) denotes the number of ones in the codeword c.

Definition 1.3 (Hamming distance). For two binary codewords ¢ and ¢* of length n, the
Hamming distance is defined as follows:

n n

di(e,c) 23 (e # ) = Y (@), (13)

i=1 i=1

where @ denotes the XOR operation.

Definition 1.4 (Minimum Hamming distance). Given a binary code C, its minimum Ham-
ming distance dg(C) is given by the shortest Hamming distance between any two codewords.
That is:

dg(C) £ min dy(c,c”). (1.4)

c,c*eC

Definition 1.5 (Equivalent codes). Two linear block codes over GF(2) —i.e. binary codes—
are equivalent if one can be obtained from the other by applying permutations of the indices
within the codewords.

Example 1.1 (Equivalent codes). Suppose we have the following linear code of length 3:
¢ :{[0,0,0],[1,1,0],[1,0,1]}. (1.5)

Then, we can easily verify that is minimum Hamming distance is 2 and that the code C* given
by:
¢*:{[0,0,0,[0,1,1],[1,0,1]} (1.6)

is equivalent to C, where the first and third bits have been permuted with respect to C.

Observe that a larger minimum Hamming distance leads to a code where its codewords
are further away from each other, thus increasing the error-correcting capabilities of the code.
Observe also that equivalent codes possess the same minimum Hamming distance.

1.1.3 Generator and parity-check matrices

A binary linear block code C can be characterized by a binary matrix of size k x n, called the
generator matriz. For a (7,4) Hamming code [RL09] —i.e., n = 7 and k = 4—, a possible
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generator matrix is expressed as follows:

, (1.7)

—_ O =
= = O =
S O O
_ = = O
oo = o
o = O O
_ o O O

and given a message u € {0,1}*, its corresponding codeword ¢ € {0,1}" can be obtained by
applying the product in GF(2):
c=Glu, (1.8)

where both ¢ and u are column vectors. A codeword obtained following this procedure is called
a wvalid codeword, and all together, they constitute the code C, composed of 2¥ codewords of
length n (one for each possible message u € {0,1}*). Observe that a code consists of the
entire space generated by the rows of the generator matrix in GF(2). Conversely, a code is
also defined by its parity-check matriz. A matrix H of size (n—k) X n is a parity-check matrix
of the code C if it satisfies, V¢ € {0,1}™:

Hec=0,_; & ce_, (19)

where 0,,_, denotes the all-zero vector of length n—k&. Analogously, a binary frame ¢ € {0, 1}"
such that Hé # 0,_j is denominated a non-valid codeword, and is often the result of a
transmission over a noisy channel. For the previous Hamming code, a possible parity-check
matrix is given by:

1010101
H=1{0 1100 1 1. (1.10)
0001111
(

_ == O

Finally, observe that a pair of matrices G (of size k x n) and H (of size (n— k) x n) of full row
rank constitute a valid pair of generator and parity-check matrices if and only if they verify:

GH" = 04y, (1.11)
where 0y, ,,—, is the all-zero matrix of size k x (n — k).

Consider now the following theorem from [Hil90, Chapter 5], applied particularly to binary
linear block codes.

Theorem 1.1 (Generator matrices of equivalent codes). Two k xn matrices generate equiva-

lent codes over GF(2) if one matriz can be obtained from the other by a sequence of operations
of the following types:

(i) Permutation of the rows.
(i) Addition of one row to another.

(iii) Permutation of the columns.
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Proof. The proof can be found in [Hil90, Chapter 5]. O

1.1.4 Matrix manipulations

Given a generator matrix G of a linear code C, it can be easily verified that any matrix G of
full row rank obtained by applying permutations and combinations of the rows of G is also
a generator matrix for the code C. The same is valid for the parity-check matrix H. Given
this observation, let us introduce the following definition.

Definition 1.6 (Systematic and standard matrices). A matrix A of size k X n is said to be
in systematic form if and only if it can be expressed as:

by only applying column permutations, where [, is the identity matrix of size k, P designates
a k x (n — k) matrix and A is the permuted version of A. If no permutations are needed to
obtain the form in (1.12), then the matrix is said to be in its standard form.

When we have access to the generator matrix in its standard form Gs = [I; | P], the
parity-check matrix can be easily computed as:

Hy=[PT| I, ], (1.13)

and similarly from a standard parity-check matrix to its corresponding generator matrix.
A simple method for standardizing a generator matrix can be found in [Hil90, Chapter 5.
For the previous (7,4) Hamming code, the standard generator matrix and its corresponding
parity-check matrix are expressed as follows:

G, = , Hs=11 011 01 0 (1.14)
0010110 110100 1
0001111

1.1.5 Polar and BCH codes

In this thesis, the two main codes that will be used are the denominated Polar codes [Ari09]
and Bose-Chaudhuri- Hocquenghem (BCH) codes [BR60; Hoch9]. Let us begin with a brief
introduction to Polar codes. BCH codes will not be discussed in depth but references are
provided in the end for interested readers.

Let P, = F®°%" where n is a power of 2, F® represents the ith Kronecker power of F,
and F' denotes Arikan’s kernel, given by:

A1 0
F2 L 1]. (1.15)
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Observe that P, is not defined if n is not a power of 2. A generator matrix for a Polar code
of size (n, k) is given by concatenating k rows of the matrix P,. How to choose these k rows
is a research field in and of itself and will not be covered in this short introduction, but for
more information, the reader is referred to [Pfil7; TV13]. Observe that, as per the definition
of P,, n must be a power of 2.

Lemma 1.1 (Parity-check matrix of a Polar code). Let G denote a generator matrixz for a
Polar code of size (n, k), composed of k rows of the matriz P,, and let A C {1,2,...,n} denote
the indices of these rows. Then, the matriz H of size (n — k) X n consisting of the columns
of P, with indices in the complement set of A, i.e., A, is a valid parity-check matriz for the
code defined by G.

Proof. The lemma can be easily proven by considering that the matrix product GH” consists
of dot products between a row and a column of P, with different indices, which is always 0
because P, is, by construction, an involutory matrix (i.e., P, P, = I,). O

Example 1.2 (Polar code of size (8,4)). Consider a case where we wish to construct a Polar
code with k = 4 information bits and n = 8 total bits. Then, the base matrix is given by:

10000000
11000000
10100000
11110000
PB:F®3:10001000 (1.16)
11001100
101010710
11111111

There are several methods to select the rows from Pg, such as the Bhattacharyya construction
(as it is based on Bhattacharyya bounds for computing the error probability) proposed by
Arikan in his original work [Ari09] or the improved degrading-merge algorithm from [TV13]
by Tal and Vardy. Using the Bhattacharyya construction, the resulting generator matrix is
the following:

11110000
11001100

“=liot101010 (L.17)
11111111

Finally, using Lemma 1.1, we obtain the following parity-check matrix:

11111111
01 0101°01

B=lo 0110011 (1.18)
00001111

This encoding procedure is traditionally displayed as in Figure 1.2, where the channels
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used to transmit the information bits are (ug4,ug,u7,us), and the remaining channels are
called frozen bits and are commonly set to 0. This diagram is also called a factor graph.

u1 ) @ @ a
u T) ) ) 2
us o &) C3
Uy T) @ o
us— @ @ s
ug T) @ 6
u7 o cr
usg \r cs

Figure 1.2: Polar encoder diagram (or factor graph) of Example 1.2.

BCH codes, on the other hand, are a class of error-correction codes mainly used in satellite
communications and data storage devices, and their major advantage lies in the precise control
over the number of codeword errors that can be corrected by the code. The code length is
given by n = 2" — 1, where m is the degree of the finite field used. In this scenario, a BCH
code can correct up to t errors, where:

n—k > mt. (1.19)

This allows us to select the number of parity bits necessary to achieve the desired error
correction capability. In their construction, BCH codes are characterized by the roots in the
so-called generator polynomials. For an in-depth tutorial on their construction and properties,
the reader is referred to [RL09, Section 3.3].

1.2 Linear modulations and log-likelihood ratios

Once the channel code to be employed is selected, the binary codeword has to be converted
into a complex symbol before being transmitted through the channel. This process is known
as modulation, and given an order m, assigns every possible combination of m bits to a point
in the complex plane. In this work, we will use the Binary Phase-Shift Keying (BSPK)
modulation of order m = 1, defined as follows:

1 u=1 (1.20)
X = .
BPSKT 1 it =0,
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along with other higher-order modulations displayed in Figure 1.3 —the Quadradature Ampli-
tude Modulation of order m (2™ —QAM) and the Phase-Shift Keying of order m (2" —PSK).
Observe that Gray labeling is employed so that adjacent symbols differ in, at most, one bit.

N N)
011 001
01 00
010 000
R R
110 100
11 10
111 101
(a) QPSK/4-QAM (b) 8-PSK
R R

0110 0010 0011 0000 0100 | 1100 1000
0001
0000 0001 0101 | 1101 1001

1000— R 0011 0111 | 1111 1011 R

1100 1001
1101 1011 00.10 01.10 11.10 10.10
1111 11‘10 1010
(c) 16-PSK (d) 16-QAM

Figure 1.3: Constellation diagrams.

On the receiving side, the demodulator computes the so-called Log-Likelihood Ratio (LLR)
for each transmitted bit, defined for every bit position i € [1: n| as:

l; £ log (Pyic, (y11)) —log (Pyic, (110)) . (121)

where C; and Y denote respectively the random variables of the ith bit of the codeword
c € {0,1}" and its resulting noisy symbol y € C in reception (corresponding to ¢; and m — 1
other bits), and Py, denotes their associated conditional probability density function (pdf).

Example 1.3 (BPSK and AWGN). Consider the following simple case: a uniform source
of independent and identically distributed (iid) bits generates frames w € {0,1}*. Then, a
linear encoder maps this message into a codeword ¢ € {0, 1}", and after a BPSK modulation,
we obtain the signal to be transmitted @ € {—1,+1}". The channel inserts a real Additive
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White Gaussian Noise (AWGN) of power o2, described by the following pdf:

1 2

IS

fawan(w) = amefﬁ- (1.22)
In this case, the LLR boils down to the following expression:
67% 2y
l; = logE =3 (1.23)
e 202

Intuitively, a positive value of /; indicates a higher probability for the ¢th bit to be equal
to 0, whereas a negative value corresponds to a higher likelihood of a 1. Observe that [; close
to 0 implies the largest possible uncertainty on the bit’s actual value.

1.3 System model

Let us introduce the base system model we will use throughout this work. Consider the
communication layout of Figure 1.4. The binary frame u € {0,1}* is encoded through a
linear FEC code C defined by its generator matrix G, such that ¢ = GTu. This codeword is
then modulated using a linear modulation technique of order m —such as QAM or PSK—,
which produces the complex signal to be transmitted € C"', where n/ = n/m. The channel
adds a complex and circular AWGN w ~ CN (0, I,;02), such that y =  + w. On reception,
the demodulator computes the LLR vector [ as in (1.21), and finally, the decoder g(-) outputs
an estimate @ of the originally transmitted message:

a=g(l). (1.24)

FEC CL/ Decoder
m—

{0, 1}* {0, 1}” {0,1}*

Figure 1.4: System model of a simplified communication chain. For clarity, the domain of the
signal in each stage of the system is added below.

1.3.1 The decoding problem: MAP and bit-MAP

The so-called decoding problem consists in producing a function g(-) that minimizes the prob-
ability of error at the receiver. Observe that the input signal to the function g(-) can be



20 Chapter 1. Preliminaries on coding theory and linear modulations

the LLR vector I (in the case separate demodulation and decoding) or the channel output y
(in the case of joint demodulation and decoding). In what follows, let us assume the latter
scenario.

The error probability can be measured in two ways: (i) comparing the transmitted and
decoded frames as a whole, considering a frame error if at least one bit in the frame is decoded
incorrectly, and (ii) comparing each transmitted bit with its corresponding decoded bit. If
the probability of error is measured framewise, that is:

P, = P{u # a}, (1.25)

where P, denotes the Frame Error Probability (FEP), then the optimal decoder is known as
the MAP decoder and can be expressed as:

g(y) £ argmax Py (uly). (1.26)
uec{0,1}*

Conversely, if the error probability is measured bitwise, i.e.:

k
P, = %ZIP{W £ ;) (1.27)
i=1

where P, denotes the Bit Error Probability (BEP), then the optimal decoder is known as the
bit-MAP decoder, and is defined for every i € [1 : k] as:

9 (y) £ argmax Py, y (uly). (1.28)
ue{0,1}

1.3.2 MAP vs. ML

In this work, we will often use uniform binary sources, where every binary frame is equiprob-
able. In this case, we can rewrite the MAP probability expression using Bayes’ formula:

Py (y|u)Pu(u)

argmax Pyy (uly) = argmax 2 (1.29)
ue{0,1}* ue{0,1}* Y (y)
Py 1y (y|u)
= argmax ————— (1.30)
u€{0,1}* Py (y)2k
= argmax Py |y (y|u), (1.31)
uc{0,1}*

where we have used that Py (u) = 1/2%, along with the fact that Py (y) is independent from
u and thus Py (y) can be removed from the argmax expression. The expression in (1.31)
is known as the ML criterion. In summary, when all the messages are equiprobable, the
ML criterion coincides with the MAP. By applying similar reasoning, we can derive the
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corresponding result for bitwise decoding for i € [1 : kJ:

9" (y) £ argmax Py, y (uly) (1.32)
ue{0,1}
= argmax Z Pyy (uly) (1.33)
ue{0,1} uc{0,1}*
Jui=u
P, P,
_ argmax viu(y|u)Pu(u) (1.34)
€01} yeloyt Py (y)
Jui=u
Y Rl (1.35)
= argmax Pyiu(ylu 1.35
ue{0,1} Py (y) we{0,1}k |
Jui=u
~1f ¥ Apllw> ¥ Aol (1.36)
ue{0,1}F ue{0,1}F
Jui=1 Ju;=0

where we have used that the source is uniform, i.e., Py(u) = 27% for all u € {0,1}*, and we
have discarded from the argmax the factors that do not depend on the optimizing variable w.

Observation 1.1. As previously stated, when considering separate demodulation and decod-
ing, the input to the decoder is the LLR vector I. In this scenario, we can derive the expression
that maximizes the probabilities Py (ull) (MAP decoding) and Py, g (u|l) Vi € [1 : n] (bit-
MAP decoding), which do not necessarily coincide with the optimal decoders that take y
as their input. As we shall see later on, Chapters 2 and 3 employ joint demodulation and
decoding, while Chapter 4 implements them separately.

1.4 Classical decoders

Throughout this thesis, classical decoding algorithms are employed for two main purposes:
(i) to estimate a pseudo-optimal decoder in cases where the MAP decoder is too complex
to be implemented and (ii) to compare our proposed solutions and those in the literature to
those used in realistic industrial applications. For the former reason, a very useful algorithm
is the Ordered Statistics Decoder (OSD), introduced by Fossorier and Lin in 1995 [FL95]. A
short description of the decoding procedure is given below.

1.4.1 Ordered Statistics Decoder

Let us suppose a transmission scenario as the one described in Section 1.3 and Figure 1.4,
where an (n, k) binary linear code C is employed, and is described by a generator matrix G.
On reception, the demodulator computes the LLR vector I = (I3,la, ...,1,,). The OSD consists
of two stages: the ordered statistics preprocessing and the reprocessing stages.
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Ordered statistics preprocessing

This stage begins by ordering the vector of log-likelihood ratios ! in decreasing order of
reliability value, i.e.:
U= (1,15, 1), (1.37)

such that || > |l5] > ... > |I]|. If we denote this permutation \;, we can apply \; to G to
obtain a generator matrix G’ which defines a code C’ equivalent to C as per definition 1.5.
That is:

G = \[G]. (1.38)

Starting from the leftmost column of this new generator matrix G’, we find the first k linearly
independent columns, associated with the largest possible reliabilities. The bits corresponding
to these positions are denoted as the Most Reliable Independent (MRI) positions. This
constitutes a second permutation Ao, which in turn defines a third generator matrix:

G = Mo[G'] = Na[M[G]]- (1.39)

The same permutation is applied to I’ to obtain the MRI bits grouped to the left of the
codeword:
U =Xl = X[\ U] = (5,15, ..., 10). (1.40)

Next, row-wise elementary operations are applied on G” in order to obtain a left-diagonal
matrix, which is possible since, as a result of the second permutation Ao, the k leftmost
columns are linearly independent. This results in a matrix G4 such that:

Ga=[Ix| P], (1.41)

where I}, is the identity matrix of size k and P is a k x (n — k) parity matrix. Once we reach
this stage, the first k& elements of the vector I” are kept, and the remaining n — k elements
are discarded. Let us call this vector z, which is then used to generate a codeword z from
the diagonal generator matrix Gy, i.e.,

z=Grz. (1.42)

Once we have computed z, which belongs to the code C”, we can return to the original code
C by applying the inverse permutations as before:

e=\""\ 2], (1.43)

where ¢ is an estimate of the original codeword ¢ that relies on the MRI positions of the
received LLR vector [.
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Reprocessing

The next stage of the algorithm consists essentially in testing a certain number of changes in
the MRI bits and verifying which resulting codeword has a higher probability.

The order-0 reprocessing stage is the algorithm explained above, as no bit in z is flipped.
To begin the order-1 reprocessing stage, we change the decision of the first MRI bit —i.e.,
z1— and use the modified binary frame to compute z, which in turn is used to obtain a new
estimate ¢*. Next, we have to compare the probability of having transmitted ¢ and &*. If we
are dealing with BPSK signals, then the demodulator would not be necessary, and we can
just take the absolute value of the received signal y as measure for the reliabilities. On a
generic case, we must compute the Euclidean distance between the received signal y and the
estimated codewords ¢ and &* modulated into the appropriate complex signal and select the
one that has the smallest distance:

P(ely) > P(&'ly) <= [lmod(e) - y||* < [[mod(e") - yl|*, (1.44)

where mod(+) is a function that maps the codewords ¢ and &* into their respective modulated
signals. In our work, to simplify the handling of higher-order modulations, this probability is
computed using the LLR-based distance from [BBB15], defined as follows:

d(l,e) £ log(1 + e~ 172k, (1.45)
=1

where I and ¢ denote the LLR vector on reception and the estimated codeword, respectively.
Using this distance metric, we decide between the two estimated codewords ¢ and ¢* and
keep the most probable one. We continue this reasoning for the other £ — 1 bits in Z to finish
the order-1 OSD.

Higher orders are implemented in the same manner, flipping as many bits as the current
order of reprocessing. When employing an OSD, we begin by selecting its order, which
indicates how many stages of reprocessing will be employed. For an order-p OSD, the total

P
k
> () (1.46)
i=0 \"

The OSD will be mainly used for decoding BCH codes since the ML decoder is intractable
for the code lengths we employ. As proved in [FL95, Section V.E|, the OSD converges

asymptotically to the ML decoder provided that the order [ satisfies the following inequality:

number of computations is given by:

p > min{|dg/4 — 1], k}, (1.47)

where dy denotes the code’s minimum Hamming distance. In our experimental scenarios, an
order of 2 or 3 will be enough to offer performances very close to the optimal ML decoder.
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1.4.2 Successive Cancellation decoder

The Successive Cancellation (SC) decoder was proposed by Arikan in his original work on
Polar codes, along with its associated performance bounds. In this work, we will provide a
short description of the algorithm. For further details, the reader is referred to [Ari09; Pfi17].

The procedure detailed in Section 1.1.5, defines a method for constructing codes by chan-
nel polarization —hence its name—, which transforms n independent copies of a binary-input
discrete memoryless channel into n bit channels with varying reliabilities. The channels with
the highest reliabilities are employed to transmit the information bits. The SC decoding al-
gorithm decodes each bit of the received vector sequentially, using previously decoded bits to
assist in the decision-making process for subsequent bits. SC decoding employs a recursive
approach to handle the polarization structure of the code. The algorithm can be described
in terms of a binary tree, where each node represents a combination or split operation corre-
sponding to the matrix, as defined by Arikan’s kernel F' given in (1.15):

(i) The decoding starts with the received vector I, which consists of the LLRs from the
channel, which are assigned to the right side of Figure 1.2.

(ii) Applying the appropriate mathematical formulas, the likelihoods are combined and
transmitted through the factor graph, until they reach the first bit u;, where the value
is either known or unknown.

(iii) If it is unknown (unfrozen bit), then a decision on the value of 4 is made. Otherwise,
the knowledge of the value of the frozen bit u; = 0 is used to update the likelihoods.

(iv) This likelihood transmission continues until it reaches the second bit ug, and the same
reasoning is applied.

(v) This procedure is followed sequentially, exploiting for each bit w; the LLRs updated
with the hard decisions on the bits w1, ..., u;_1, until all the bits have been decoded.

In this work, we will also make use of the Successive Cancellation List (SCL) decoding,
proposed by Tal and Vardy in 2011 [TV11], which involves storing the L most likely outcomes
—or paths— and deciding between them according to their final probability. This technique
is much more complex, and its algorithm is not included in this work. However, it is the base
decoder for Polar codes (e.g., in the control channel of the 5G New Radio protocol of the
3GPP [3GP20; BCL21]), and thus will be employed as a benchmark in this work.

Table 1.1 summarizes the computational and memory complexity of the three classical
decoders previously presented.

1.4.3 Maximum Likelihood bound

The following Maximum Likelihood Bound (MLB), described in [TV11], is a very useful tool
that will be extensively employed throughout this work. This bound allows us to evaluate
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Decoding method | Computational complexity | Memory complexity
SC O(nlog(n)) O(n)
SCL O(Lnlog(n)) O(Ln)
OSD O(2Pn?) O(n?)

Table 1.1: Complexity of the classical decoding algorithms, where n denotes the code length,
L the list size of the SCL and p the order of the OSD.

if the simulated solutions approach the decoding performance of the optimal ML decoder.
Additionally, when an implemented decoder (e.g., an OSD of order 2) matches the MLB,
then we can say with certainty that the decoder attains ML performance.

Figure 1.5 shows a flowgraph that details the MLB procedure. Consider the communica-
tion scenario of Section 1.3, but with a decoder that outputs ¢, an estimate of the codeword
c (observe that if the decoding algorithm produces uniquely an estimate @, we can easily
compute ¢ = GT@). Then, we must be in one of two situations: (i) our decoder estimated
correctly (i.e., € = ¢), in which case we will consider that the ML decoder would have also
decoded correctly; or (ii) our decoder incurred an error (i.e., ¢ # ¢). In the latter case, we
compute the likelihood Prc(l|¢) of the estimated codeword ¢, and if it is larger than the
likelihood of ¢, then a true ML decoder would have decoded incorrectly as well. This is the
only case we will consider a decoding error for the MLB.

Cmlb = C

Estimated .

c =@
P mlb

émlb:é#c

Figure 1.5: Maximum likelihood bound flowchart. ¢, denotes the MLB-estimated codeword.

Observation 1.2. It is easy to see that the better the base decoder used to compute the
bound is, the tighter the bound will be. For this reason, we will often make use of a high-
order OSD to produce the MLB curve. Moreover, when the FER of an implemented decoder
coincides with its corresponding MLB, we are certain that our decoder achieves the optimal
ML performance.

Observation 1.3. This bound is well-suited for a frame-wise approach, since when a decoding
error is detected, we can only say with certainty that the estimated codeword ¢ has a higher
probability than ¢, but we cannot know if it constitutes the most probable codeword. However,
it is very unlikely that the decoder estimated a codeword that has a higher probability than
the transmitted one when there exists a third one with an even higher probability. For this
reason, we will make use of this bound for the BER along with the FER.
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As stated in the Introduction, the curse of dimensionality we tackle in this work manifests

itself in different ways. One of them pertains to the number of noise realizations: for each

possible output, a generic deep learning-based decoder must explore several input patterns

that yield that same output. That is, for each valid codeword, a neural network must see
different noisy realizations of that codeword to learn to decode it under a random noise. This
calls for another machine learning algorithm that achieves successful learning with a reduced

dataset.

Support Vector Machines (SVM) constitute a supervised learning method that, from a
labeled dataset with two classes, produces a classifying decision rule that is at an equal and

maximum distance from both classes. For this reason, it is known as a maximum margin
classifier and is well-known for its robustness and interpretability. This optimal decision rule

27
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is generated using the so-called support vectors, which usually constitute a small subset of
training samples. Inspired by this notion, we study SVMs as a potential decoding algorithm
that reduces the minimum size of the training dataset and is robust to mismatches in training
and testing conditions.

Previous works have already tackled the problem of SVM for channel coding [DH10;
KBO08; SY16]. The work in [DH10] employs SVMs for online adaptive modulation and coding,
displaying favorable results with reduced complexity compared to previous algorithms. The
authors in [KBO8|] proposed a novel pairwise SVM-based decoder that achieves competitive
performances on convolutional codes, albeit at a very high complexity. The same analysis
applies to the works in [Ram+09] and [SY16], which propose small modifications in training
and application scenarios but keep the pairwise classification approach. For a channel code
of length n and dimension k, this approach has two main limitations:

(i) The dataset, which is composed of several noisy realizations of every valid codeword,
grows exponentially with & (as the codeword space expands) and with n (as the number
of correctable noise patterns increases);

(ii) The decoder contains a number of binary classifiers that also increases exponentially
with & (due to the nature of the pairwise approach).

These two aspects result in an intractable decoder when applied to a code that is longer than
a few bits, usually a Hamming code of size (7,4). The largest implemented code is a BCH of
size (15,7) in [SY16], and employs up to 100 noisy realizations of each valid codeword.

This Chapter describes in detail how SVMs can be used for channel decoding, and is
organized as follows. We start by providing the reader with a brief introduction to SVMs,
inspired by [AML12], followed by a state-of-the-art study on previous SVM applications to
channel decoding. Subsequently, we propose a new system and training framework that re-
duces the number of SVMs to produce from 2 to only &, and reduces the training dataset
to its minimum. Finally, a mathematical analysis is provided to establish the equivalence be-
tween the proposed SVM decoder and the bit-ML decoder under AWGN conditions, followed
by a complexity study and a few perspectives on the subject.

The integrality of this work was published in a national conference [DeB+23| and an
international conference [DeB+24a]. Additionally, a journal article is currently under review
[DeB+25].

2.1 Introduction to SVMs

SVMs were introduced over thirty years ago by Vapnik, Boser, Cortes, and Guyon [BGV92;
CV95; Vap97]. The main idea consists in using a set of labeled data —each element belonging
to one of two possible classes— to produce a separating hyperplane that divides the data into
the two corresponding classes whilst maximizing the margin between the hyperplane and the
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two classes. For this reason, it is known as a maximum margin classifier. In the following,
a brief introduction to SVMs is given, along with the necessary elements to understand our
proposed SVM-based receiver —i.e., the kernel method and the multiclass SVM.

2.1.1 System model and preprocessing

SVMs are, by nature, maximum margin binary classifiers. Given a fully labeled dataset with
two disjoint classes (i.e., no element belongs to both classes), the SVM classifier is given by the
hyperplane that separates the two classes, and that has the largest possible margin between
them and the hyperplane. This section will employ SVMs for joint channel demodulation and
decoding. As such, and because SVMs work on real numbers, the received complex signal y
is preprocessed before being inputted to the SVM decoder (see Figure 2.1):

y=[R(y),Z(y)]- (2.1)

This vector g will be the input to the SVM-based receiver, and the output will be an estimation
of the message, @&. Also, observe that demodulation and decoding is performed jointly by the
SVM decoder, which receives directly the channel output without previous demodulation. As
such, this Chapter will not deal with LLRs. The remaining elements of the communication
layout are exactly the same as in Section 1.3.

Re(:)

SVM
Decoder

<
Nl
g

w
u C xr /l\

Figure 2.1: System model of a simplified communication chain, including the concatenation
of the real and imaginary parts for the SVM processing.

2.1.2 Linearly separable data

Let us consider a labeled dataset {9;,l;}1<i<n which consists of N vectors g; € R with
their respective labels I; € {—1,+1}'. Let the class Cy be the set of vectors §; for which
l; = —1, and C; the vectors for which [; = +1. The dataset is said to be linearly separable if
there exists &€ € R?" and v € R that define a hyperplane P € R2" that satisfies the following:

'The following derivation of the SVM classifier is generic, but notations are kept as similar as possible to
the decoding problem, with the exception of ; which denotes the binary label of the i-th element of the dataset
and not the LLR as before.
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PAgeR™ | f(§) =€ g+v =0} (2.2)
such that: f(g) <0 forall g € Cy
f(@) >0 foralgecd.

The SVM principle consists in producing a hyperplane P* that satisfies the mazimum margin
property, i.e., being at an equal and maximum distance from the nearest points of each class
(the so-called support vectors). Let y* denote the closest point to the hyperplane P* and
belonging to any of the two classes. Without loss of generality, we can normalize &£ and v so
that:

PG = €75 +v] =1, (2.4)

b
f——
e

R
<

Figure 2.2: Visual aid for the SVM deduction.

Let us compute the distance between g* and the hyperplane (see Figure 2.2). Consider
two points on the plane, §’ and §”. We have that:

g9 +v=¢"9"+v=0= €@ -9 =0 (2.5)

and thus £ is orthogonal to the plane P. Consider a point ¢ on the plane, and the normalized
vector & = II%H In this case, the distance between ¢* and the plane can be computed as the

projection of g* — ¢ on é:

A", P) =€ (7" — )| (2.6)
1
= g€y €9l (2.7)
- @H\e%* v (€75 4 ) (2.8)
=0
1
= @ETQ* + v (2.9)
1
= m, (2.10)

where we have used that y € P and |£T3}* + v| = 1. Hence, the optimization problem takes
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the following expression:

argmax , &€ R*™ v eR
&v |1€]] (2.11)
subject to  min_ |€1y, + v =1,

1€[1:N]

or, equivalently:

1 /
argmin —£7€, & e R™
Ev 2 (2.12)
subject to 1;(¢Ty; +v)>1, Vie[l:N],

where we have used that |€7 ¢, +v| = 1;(¢7§;+v). We then employ the Lagrangian formulation
to include the constraint into the objective function:

argmax [’(571/ O[ ETE Zal é y1+y)_1) é’a GRZH/aVGR
o (2.13)
subject to ;>0 Vie|l: N].

Next, we compute the gradient with respect to & and the derivative with respect to v:
N N
VeL=¢-) aili); =0 = £=) il
v = i=1
oL
% = — Z Oéilz‘ = 0.
i=1

(2.14)

Finally, substituting these expressions into (2.13), we get a formulation of the optimization
problem that only depends on a:

argmax L Zaz ZZZ il OzzajyZ Yj, «aE R
=tj=1 (2.15)

subject to a; >0 Vie[l:N] and Zaili =0.

The problem (2.15) is solved using quadratic programming, yielding a solution a* =
(a1, a9, ...,an). This vector is then used to compute the hyperplane:

N
=>_ailig;, (2.16)
i=1

and the Karush-Kuhn—Tucker (KKT) conditions are exploited to determine the value of v:

(L& Ty, +1v*)—1)=0, Vie[l:N]. (2.17)
For any j € [1: N] such that a; >0 = li(S*TQj +v7) =1 (2.18)
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Figure 2.3: Visual representation of an SVM classifier.

All the points that satisfy the condition (2.18) constitute the closest points to the hyper-
plane P, and are called support vectors. We may solve (2.18) using any one of such points.
Figure 2.3 shows a schematic representation of an SVM classifier. In sum, learning a classi-
fier from the labeled dataset amounts to learning a decision function f(-) such that for all
g eR™,

{f(y) >0 = ge 2.19)

f(’g)g() — ’QGC@.

2.1.3 Linearly non-separable data

In many applications, and depending on the distribution of the dataset, we may be interested
in producing a non-linear classification function. In this scenario, we can resort to a technique
called the kernel method or kernel trick: the basic idea consists in transforming the data into
a high-dimensional space, where the data becomes linearly separable (see Figure 2.4). For
instance, considering a dataset of vectors {@;}i—1,.. n of dimension 2, we could apply the
following polynomial transformation:

(@) = ¢(§1, 52) = (1, §1, G2, 1o, J1. P3), (2.20)

which would allow for a more complex —and thus powerful— separating function. However,
observe that in the final optimization problem (2.15), the objective function does not depend
explicitly on the data g;, but rather on the pairwise Euclidean inner product (g, '!Nlj> = g,;ng,
for 4,5 € [1 : N]?. Following a similar mathematical deduction to that of Section 2.1.2, it
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is easy to conclude that, if we project the data onto a high-dimensional space through a
non-linear function ®(-), the optimization problem (2.15) can be expressed as follows:

N N N
1 - /
argmax L(a) = Zai ~3 Z Z liljaioj K(9;,9;), a¢€ R?"
e — —
i i=15=1 N (2.21)
subject to a; >0 Vie[l: N] and Zaili =0,
i=1

where K(9;,9;) = (2(9;), ®(9;)) denotes the inner product in the image space defined by
{®(9) : § € R*™}. As a consequence of this, we do not need to explicitly transform the data
into the high-dimensional space, but only apply pairwise inner products. In this work, we
will employ the very well-known Radial Basis Function (RBF), defined as:

K@, )2 e Mo-vIF 5 ert, (2.22)

which corresponds to the inner product over the infinite-dimensional space of exponentials.

Figure 2.4: Visual representation of the kernel method. In its original form, the data is
not linearly separable. However, through the transformation ®, the space is now three-
dimensional and the data can be separated with a plane.

Finally, let us observe that the absolute value |f(9)| acts as a reliability measure: while
|f(g)| = 1 indicates a support vector, | f(¢)| > 1 indicates that the point is further away from
the separating hyperplane, and thus is more likely to belong to that class.

2.2 Previous works on SVM-based decoding

Regardless of whether the dataset is linearly separable or not, SVMs are, by nature, binary
classifiers. To build a decoding algorithm for an (n, k) linear block code, we need to resort to
multiclass classification. Previous solutions [APP20; KB08; SY16] for SVM joint demodula-
tion and decoding employ the so-called one vs. rest and one vs. one approaches [HL02]. We
will now describe both approaches, along with their limitations and complexity constraints.

In what follows, we will assume that the training dataset {g;,/;}1<i<ny contains several
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noisy realizations of every valid codeword, where:

® Yy, € R2" denotes a received (originally complex) signal with its real and imaginary
parts concatenated, corresponding to a transmitted message u; as in Figure 2.1;

e [; indicates the ground truth class to which gy, belongs, i.e., the transmitted message
u;. A label /; indicates belonging to the class C;, ¢ € [1 : 2’“], which corresponds to a
possible message (for instance, the conversion of the label /; to binary frame of k bits).

2.2.1 One vs. rest

The one vs. rest method is based on producing 2* binary SVM decision functions f) for
j € [1:2%], each one isolating one class (i.e., one codeword) against all the others [HLO02].
This leaves a binary layout where the value fU >(g) indicates whether the element ¢ belongs
to the class C;. We repeat this process for every class, and end up with 2k SVM classifiers,
each corresponding to a valid codeword. All the SVMs are then applied to the received signal
¥, and the selected class Cj« (codeword) is such that:

j* = argmax fU) (9). (2.23)
JE[1:2F]

This corresponds to the class that has the largest distance between the point ¢ and the
separating hyperplane. If no decision function f(j)(f/) gives a positive outcome, then the

}_ A\
el / ﬂg?j%

Figure 2.5: Visual representation of the one vs. rest approach. Each class is put against all
others to produce a binary classifier. The procedure is repeated 2* times, once for each valid
codeword.

nearest class is selected, i.e., fU )(@) with the negative value closest to 0.

2.2.2 One vs. one

The one vs. one approach is employed in [KB08; Ram+09; SY16], and it consists in pro-
ducing pairwise SVM classifiers for all possible combinations of valid codewords, yielding a
set of functions fU7) ¥ (j,5) € [1 : 2¥]2. The total number of SVM functions can be easily
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computed:

Tolk—2)l T 2(2E—2)T

Once we have produced the 2¥~1(2% — 1) SVM binary classifiers, every function is applied to
the received signal 9, and the selected class is determined through a voting system, given by:

) —

<2k> 2k| 2F(2F —1) 2]l ok=1(2k _1). (2.24)

Qk

Cj» = argmax Z 1 {f(j’j,)(ﬂ) > 0} . (2.25)
JEL2F] jroy
J'#J

Each decision function decides between two classes (codewords), and the class that gets the
most votes at the end is selected. Ties can be resolved either randomly or by considering the
mean of the votes’ reliabilities, i.e., the distance to the separating hyperplanes.

2.3 Contributions: proposed system and training framework

In the following, we describe our suggested solution, which combines a bit-wise approach to
the SVM decoder with a noiseless optimization procedure [DeB+24a]. Finally, a theoretical
analysis is given that studies the relationship between our proposed solution and the bit-ML
decoder.

2.3.1 Bit-wise SVM

15t bit 204 hit,
00 @99 [
0 0% 00 o %% 08 o
0% ©° o2 @@ ® o0 ctc
.,—_.__lI . .. . E \\\\ . .. ///;\\ .. . a
..\\\\.: : ® ° C£2) @ e .\\\\
N D) @ ™)
® ..Cgl) C .. ..

Figure 2.6: Visual representation of the proposed bit-wise approach.

The previous approaches present the main constraint of a complexity that increases expo-
nentially with the message length, with at least 2¥ SVMs for a code of size (n, k) —and even
more for the one vs. one approach. To alleviate this constraint, we suggest a novel bit-wise
approach that resorts to only k& SVM classifiers for an (n, k) linear block code. This method
transforms the multiclass problem generating one SVM per valid codeword, into a series of k
binary classifications necessitating one SVM per bit position, as shown in Figure 2.6. To this
end, for all j € [1: k|, we divide the dataset {9, ..., ¥} into two non-intersecting classes:
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° C%j ) corresponding to the vectors for which the transmitted message u = (uq, ..., ug)
satisfies u; = 1;

° C((]j ) corresponding to the vectors for which u; = 0.

For each j € [1 : k], an SVM classifier fU) is produced such that if fU)(g) > 0 then @, = 1,
and 4; = 0 otherwise. Consequently, each decision function O, for j € [1 : k], will decide
whether the jth bit of the estimated message @& is a 0 or a 1. Algorithm 1 outlines the
decoding iterative process. The suggested bit-wise SVM not only reduces the number of
SVMs necessary from 2* to k, but can be implemented in parallel in order to reduce latency.

Algorithm 1 bit-wise SVM decoder

Input: y a noisy codeword of size n
Output: @ an estimated binary message of size k
Initialization: fU) SVM bit classifier for j € [1 : k]

= [R(y), Z(y)]

—_

2: = O

3: for j=[1:k| do

4 if fU(§) >0 then
5: ﬁj =1

6: else

7 ﬁj =0

8  end if

9: end for

10: return «

2.3.2 Proposed training: noiseless optimization

To further reduce the complexity with respect to the SVM-based solutions in [KB08; SY16]
we make use of a particularly appealing feature of SVMs, namely, their maximum margin
property, which yields separating hyperplanes that are equidistant from both dataset classes.
As such, when investigating symmetric channel models like the AWGN, this is equivalent to
a maximum margin classifier between only the original noiseless codewords (i.e. the classes’
centroids). Consequently, rather than the traditional training approach which considers a
dataset with randomly generated noisy codewords, it suffices to optimize —or train— the
suggested bit-wise SVM on only noiseless modulated codewords as shown in Figure 2.7.

Observation 2.1. This noiseless training is possible due to the specific maximum margin
property of SVM, and would not be possible in regular deep learning-based solutions, which
would likely overfit to the noiseless codewords and perform poorly on noisy realizations.

The suggested noiseless optimization not only drastically reduces the size of the training
dataset but also allows to be robust to possible mismatches between the training and ac-
tual channel conditions (e.g., different training and testing SNR). The new training dataset
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Figure 2.7: Visual demonstration of noiseless optimization: noisy scenario (left) and noiseless
scenario (right).

contains only one sample per class, i.e., 2¥ elements, which correspond to the noiseless mod-
ulated codewords {1, ..., Zor }, where the same processing of (2.1) is applied to every valid
modulated codeword.

2.3.3 Proposed optimization problem

Combining the two suggested elements (bit-wise SVM and noiseless optimization), the training
dataset will be composed of the 2¥ valid modulated codewords {1, ..., Zor } with 2n’ elements
each —where the same preprocessing (2.1) has been applied to x—, and k binary classifiers
will be produced following the bit-wise approach of Section 2.3.1. Because we are working
with linearly non-separable data, the kernel method is employed, where the RBF is selected

as the kernel function:
K(@,9) 2BV 5 e Rt (2.26)

The classification of an unlabeled vector § consists of k classifiers fU )(g)), each determining
the value of the jth bit of the estimated message 4, and given by:

F9g) =S 100l K (@i, 9) + vV, (2.27)
i=1
/)

where = +1 if the jth information bit of the modulated codeword x; is 1, and ll(j )= 1

otherwise. Lastly, a?) constitutes the solution to the following optimization problem:

k k
2 N 2
argénm 5 E aiamlgj)l%)K(azi, Tm) — ;:1 Q;

i,m=1

(2.28)

subject to: a; > 0 and Zfil lz(j)ai =0.
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Each of the k bit-wise SVM optimization problems given in (2.28) can be written as a
quadratic programming problem with linear constraints given by:

1 .
argmin —a’QWa — 1T«
a 2 } (2.29)
subject to: a > 0 and aZ1V) =0,

where QU) is a matrix such that QZ(J% = lgj)l%)K(in, &y, ). Since all QU) are definite positive
matrices, these optimization problems are all convex.

2.3.4 Optimality analysis and interpretation

Although obtaining closed-form solutions of (2.28) for generic choices of the (n, k) linear block
code, the constellation, and the parameter v might be challenging, we show that under certain
assumptions, the resulting SVM decision rule can be obtained in closed-form and related to
the bit-ML decision rule.

Theorem 2.1 (Optimal solution and equivalence to bit-ML).

(i) For~ > 1, the optimal solution to (2.28) for all j € [1: k] is given by a* = (1,1, ..., 1),
and v* =0 .

(ii) Furthermore, if v = 1/02, this solution yields decision functions fU)(§) equal to the
bit-ML decision rule g9 (§) of (1.36) (equivalent to the bit-MAP with uniform and iid
bits).

Proof. In order to prove (i), let us notice that if v > 1, then one can show that for all
i #m, K(&;, &) ~ 0. Hence, the objective function (2.29) can be expressed, for all j € [1: k],

as X
2
1

520 Zaz = i (af — 1) =21, (2.30)
i=1

1—1
One can then easily show that the solution a* = (1,1,...,1) yields a lower bound to the

objective function, since Z?il(a? —1)2 > 0, and verifies the inequality constraints o; >
0 Vi € [1:2¥]. The equality constraint is also verified, since for all j € [1 : k], each of the two

classes C§j ) and C(gj ) consist in 261 sequences &; and hence,
Zz U = 1c9) eV =0 vje[l:k. (2.31)

Thus, for all j € [1: k], a* = (1,1,...

, 1) is the solution to the optimization problem in (2.28).
As for v19) note that by evaluating (2.27) for any &,, using v > 1, we obtain

ok
9 (@) = S I e MEEnl? 0 — () 40, (2.32)
=1
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which yields v = 0.

To prove (ii), let us observe that replacing the proposed solution {a* = (1,1, ..., 1), v* = 0}
in (2.27) yields

2k o
F9)(g) = le(ﬂ)e—vl\m—yl\?’ (2.33)
i=1

()

where [/ denotes the label of the point &; for the jth classification problem (related to the

value of its jth bit). Let us divide the summation argument into the two classes ng ) and Céj ),

Hence, we can rewrite the decision function as

@) = 3 eEul o S el (2.34)

#ec? #ecl)
From (2.34), it is easy to deduce the value of the jth bit as
09 (g) = ]1{ T elEeult s 3 eﬂmw}_ (2.35)
#ect? zecy)

Selecting v = 1/0? in (2.35) yields the bit-ML rule in (1.36) for an AWGN channel with noise
power o2 by noticing that

ol —y)?
Prix(yia(u) = poogpe 0 (2:36)

In the following, we will show that the assumption of v > 1 in Theorem 2.1, is valid
even for moderate SNR values. Besides, we will analyze the effect of relaxing the constraint
v = 1/0? on the obtained results with respect to the bit-ML.

2.4 Numerical results and analysis

This section will present the simulation results obtained using the proposed approach, com-
bining the bit-wise decoding framework and the noiseless optimization. The system model of
Section 2.1.1 was employed along with a Monte Carlo simulation to compute the Bit Error
Rate (BER), with a stopping criterion of 1000 frame errors for each considered Ej/Ny. Opti-
mization problems are solved using the CVX modeling system for convex optimization [GBO0S;
GB14]. The parity-check matrices were taken from the channel code database in [Hel+19].
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Figure 2.8: BER of the suggested decoder for both a BCH and a polar code of size (32,11),
with a 16-QAM modulation and under an AWGN channel.

2.4.1 BER and effect of the hyperparameter v

The suggested bit-wise SVM was implemented for both an extended (32,11) BCH code and
a (32,11) Polar code, each under a 16-QAM modulation scheme and an AWGN channel with
an Ey/Ny = ﬁg—lg, where m = 4 denotes the order of the modulation?. Let us define ~y, the
value of the exponential’s slope:

s = 1/03, (2.37)

where J? is the noise power such that Ey/Ny = sdB. This is what is referred to as a value
of v adapted to a normalized signal-to-noise ratio of Ej/Ny = sdB. In the following, we will
distinguish two training scenarios. In the first scenario, the choice of v in the RBF kernel is
adapted to each E,/Ny, i.e., v = 1/02, where o2 is the noise power corresponding to each
Ey /Ny ratio. In the second scenario, s is set to 0, i.e., v = 7o, for all values of E}/Ny. The
BER curves of both the suggested solution (bit-wise SVM) and the optimal solution (bit-ML)
are given in Figure 2.8.

We observe that, for the first scenario, by adapting the value of v to the corresponding
E, /Ny, the SVM decoder is matched to the bit-ML decision rule, and so their performances
coincide as per Theorem 2.1. However, for the second scenario in which v = ~q, the resulting
SVM curve degrades in the high Ej/Ny (low-noise) regime. This is because the RBF kernel
is fixed with v = 79, and does not perfectly adapt to higher values of Ej/Njp.

To assess the effect of the choice of the parameter v in the second scenario, Figure 2.9
shows the Ej/Ny corresponding to a BER of 1072 as a function of s € [~2 : 15] for both the

2Observe that the one vs. rest and one vs. one approaches described in Section 2.2 were not implemented
due to their very high complexity, even for the code size considered. For results on shorter codes, the reader
is referred to [KB08; SY16].
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Figure 2.9: E,/Ny corresponding to a BER of 1072 as a function of s.

(32,11) BCH code and the (32,11) polar code. One can observe that very low values of s
—and thus their corresponding values of vs—, display poorer performances in terms of BER.
However, above a threshold value of around 2dB, the SVM achieves the objective BER of 1073
at essentially the same Ej/Ny as the ML decoding solution. This phenomenon suggests that
training with large values of v relaxes the need to adapt 7 to the current Ej,/Ny, generalizing
in this way the result of Theorem 2.1, (ii).

Moreover, as previously discussed, the result of Theorem 2.1, (i) is valid for v correspond-
ing to even moderate values of Ej/Ny. Figure 2.10 shows the solution to the optimization
problem (2.28) as a function of s € [—2 : 15]. We observe that, indeed, the optimal solution to
(2.28) is given by a* = (1,1, ...,1) and v* = 0 for all s > 2dB, which corresponds to relatively
moderate values of Ej/Ny.

2.4.2 Complexity analysis

Table 2.1 summarizes the decoding complexity of our method and those in the literature.
As we can observe, the bit-wise approach is the first to enable a linearly growing number of
SVMs, which is more easily scalable than exponentially growing methods. The same goes for
the dataset: for the SVM to learn a decision rule between two classes, it has to see at least
one element of each class. With our noiseless optimization, the dataset size has been reduced
to its minimum N = 2k,

Nevertheless, complexity is not only based on the number of SVM classifiers but also on
the number of operations required to perform each one of these classifications. Even with
our method with reduced complexity, the size of the dataset is 2%, with one element per valid
codeword. This implies exponential growth, as the size of the dataset determines the number
of terms in (2.27).
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Figure 2.10: Optimal values of v and v —i.e. solutions to the optimization problem (2.28)—
as a function of s.

Bit-wise | One vs. rest | One vs. one
# of SVM classifiers k 2k 2k=1(2k —1)
# of terms in (2.27) N N ~ 2,5\11
# of terms in (2.27) with noiseless opt. 2k 2k 2

Table 2.1: Complexity comparison between methods.
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2.5 Conclusion and perspectives

In this Chapter, we have discussed the application of SVMs to the problem of channel decod-
ing. After providing the reader with an introduction to SVMs and a state-of-the-art study on
their applications to channel decoding, we have presented our proposed solution and train-
ing framework. This novel decoding system improves performance and reduces complexity
compared to the previous SVM-based methods:

(i) The number of decision functions is reduced from (at least) 2* to k.

(ii) The number of elements in the dataset is reduced to a minimum of one element per
possible codeword, i.e., 2.

(iii) In symmetric channels, robustness to the dataset’s distribution is improved by only
training on the noiseless codewords.

However, for the AWGN channel, our system is proven to be exactly equivalent to the ML
decoder, which implies an exponentially growing complexity. This closes a door on the SVM
decoder for AWGN debate, but also raises several questions:

(i) Could there be a way of training the SVM on a subset of the code instead of on the
entire codeword space?

(ii) Is there a channel model (e.g., frequency or time selective, fading, unknown, etc.) where
the ML decoding rule is unavailable in closed-form, but where the SVM is able to find
an optimal or pseudo-optimal decoder in a data-driven manner?

(iii) Could we make a small sacrifice in performance (e.g., using a different kernel method
and/or dataset) to reduce the number of support vectors and, thus, the overall com-
plexity of the decoder?

These and many other questions may be addressed in future works, potentially combining
other machine learning-based techniques to, for instance, learn smarter feature representations
for the codeword space that reduce the complexity of the final SVM decision function.






CHAPTER 3

Syndrome-based neural decoding
for BPSK

Contents
3.1 Model-free decoding approach . . . . . . ... ... ... 0., 47
3.1.1 Systemmodel . . . ... 47
3.1.2 Noisemodel . . . . . . ... 48
3.1.3 Decoding framework . . . . . .. ... L o 49
3.1.4 Optimality analysis. . . . . . .. .. .. 49
3.1.5 Neural network architectures for the noise estimator . . . . ... .. ... 50
3.2 Contributions to the model-free decoder . . . ... ........... 52
3.2.1 Proposed message-oriented framework . . . .. ... ..o 54
3.2.2 Recurrent transformer-based architecture . . . . . ... ... .. ... .. 57
3.2.3 Complexity analysis . . . . . . . ... ... 57
3.2.4 Influence of the parity-check matrix . . . . ... ... ... .. ...... 59
3.3 Experiments . . . . . . . . i e e e e e e e e e e e e 63
3.3.1 Training and hyperparameters . . . . . . .. ... ... ... .. ... .. 64
3.3.2 Simulation results . . .. ... L Lo 65

Recall that one of the primary challenges hindering the application of machine learning-
based solutions to channel decoding is scalability, referring to the capacity of a neural network
to learn an effective decoding rule within the boundaries of limited training, computing and
storage capacity. One aspect of this, regarding the multiplicity of noise realizations needed for
learning, was discussed in Chapter 2 and an SVM-based decoder was proposed that is trained
over noiseless codewords. The other two key features that configure the scalability problem
pertain to the codeword space —which grows exponentially with the code dimension— and
the network’s size —which tends to increase dramatically to be able to adapt to larger codes.
These are the aspects that are addressed in the current Chapter.

Regarding the codeword space, a successful decoding technique is the so-called model-free
approach, proposed by Bennatan et al. in [BCK18a], which makes use of a multiplicative noise
model previously depicted in [RU01]. This approach, which relies on the symmetry of the
BPSK modulation scheme, renders the training procedure independent from the transmitted

45
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codeword. This enables the single-codeword training property, which completely removes the
need to train over all valid codewords by relying uniquely on one codeword throughout the
entire training process. The authors in [BCK18a] employ Multi-Layer Perceptrons (MLP)
and Recurrent Neural Networks (RNN) for the neural estimator, and display very promis-
ing performances for short and medium-length codes (up to 127 bits). Subsequently, the
model-free approach was adopted by several authors: a study in 2022 by Choukroun et al.
introduced a transformer-based architecture [CW22a], therein referred to as Error Correction
Code Transformer (ECCT), that reduces the number of parameters and improves decoding
performances in some cases. The ECCT was revisited by Park et al. in 2023 where two
distinct parity-check matrices are used to diversify the information extracted by the neural
network [Par+423]. Other works have also explored iterative approaches, e.g., employing the
original decoder several times in a sequential manner [KP20], or applying denoising diffusion
models [CW23]. However, these decoders present shortcomings in their construction: (i) they
work on a codeword level, assigning the same importance to information bits and parity bits
during the estimation; (ii) because of this, when applied to non-systematic codes (e.g. Polar
codes in their original form), they require further calculations to obtain the message; (iii) the
parity-check matrix construction is not discussed, despite the fact that its structure has signif-
icant impact on the decoder’s training and performance. These elements constitute potential
sources of inefficiency or suboptimal performance that will be addressed in this Chapter.

With respect to the network’s size, the original work in [BCK18a] uses an RNN as the
high-performance solution but its size increases exponentially with the code length, employing
up to 20 million weights for a BCH code of size (127,64). The transformer-based architecture
addresses this by proposing a solution with a more constant number of weights, employing
around 2 million weights for the same BCH code (and around 1.5 million for shorter codes).
In this Chapter, we also attempt to further reduce the network’s complexity to take another
step toward realistic implementations, whilst minimizing performance penalties.

In light of the two elements previously described, the contributions presented in this
Chapter can be classified as follows:

(i) Message-oriented decoder: building from the model-free approach, we introduce a novel
decoding framework that displays significant improvements by considering only the
information bits instead of the whole codeword. We define a pseudo-inverse operation
on the codewords that allows the network to directly estimate the errors in the message,
thus improving decoding performances and rendering the decoder directly applicable to
non-systematic codes.

(ii) Parity-check matriz: we employ information theory-based metrics to assess the influence
of the parity-check matrix on the decoder’s training and performance, and propose a
simple algorithm to build a more suitable parity-check matrix according to these metrics.

(iii) Recurrent ECCT: with respect to the network’s size, we introduce a recurrent version of
the transformer-based architecture proposed in [CW22a], which reduces the total num-
ber of parameters in the NN to only a fraction of the ones used in previous architectures,
while maintaining competitive decoding performances.
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The work in this Chapter is organized as follows. We start by offering an overview of the
system layout and the model-free (also referred to as syndrome-based) decoding approach.
For this purpose, we start by presenting the multiplicative noise model of [RUO1, Lemma 1],
followed by the model-free approach introduced by Bennatan et al. in [BCK18a]. This brief
state-of-the-art study is completed with an overview of the main deep-learning architectures
found in the literature. Subsequently, we present the main limitations associated with the
previous decoder and propose a novel message-oriented decoding framework that displays
significant improvements, especially when employing the low-complexity architectures. We
continue by proposing the new recurrent transformer-based network, followed by a complexity
analysis carried out among the considered architectures regarding the total number of param-
eters that configure each network. Finally, we study the influence of the parity-check matrix
on the decoder and propose an algorithm to modify it accordingly. All of these contributions
are thoroughly evaluated —separately and jointly— by applying them to Polar and BCH
codes of different sizes and code rates.

Most of the work carried out in this Chapter can be found in [DB23] and [DeB+24d].

3.1 Model-free decoding approach

As stated in the Introduction, the purpose of this work is to employ machine learning-based
solutions to produce channel decoders that offer competitive performances while maintaining
relatively low complexity and latency. This Section will describe the model-free technique
introduced in 2018 by Bennatan et al. [BCK18a], along with the necessary tools to implement
it under a BPSK modulation scheme.

3.1.1 System model

Let us start by briefly introducing the framework. A simplified schematic is given in Figure
3.1. Let u € {0,1}* denote the k-bit message to be transmitted, and ¢ € {0,1}" its associated
n-bit codeword through a linear FEC code C. This codeword is mapped into a BPSK vector
x = 1 — 2¢, which is transmitted through a symmetric binary-input AWGN channel. The
received signal y is used as input to the decoder to give an estimate @ of the message u.

u '&
FEC FEC
‘ Encoder B { WG ‘ Decoder

Figure 3.1: General system model for model-free BPSK decoding.

Notation. In the follovvlng, for z € R, z* denotes its sign (i.e., x =+1ifz >0, and 2° = —1
otherwise), and 2? represents its binary hard decision (1.e., =0ifz >0, and 2? = 1
otherwise). The same reasoning is applied element-wise for a vector & € R™.
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3.1.2 Noise model

Let us now present the multiplicative noise model from [RUO1, Lemma 1]. In the traditional
AWGN channel model, the received random signal is expressed as follows:

y=x+w, (3.1)

where x is a random vector of size n that represents the BPSK modulated codeword and
w = (wi,ws, ...,wy), such that {w;}1<;<, are independent and identically distributed (iid)
random variables distributed as A(0, 02). In this scenario, the following holds for all i € [1 : n]:

P(Y # X;) =P =1X; = -1)P(X; = -1) + P(Y;" = -1|X; = )P(X; =1)  (3.2)
— (W, > 1)% +P(W, < —1)% (3.3)
= P(I/VZ > 1) = P(Wl < —1). (3.4)

In this work, in order to motivate the preprocessing of the decoder input y, we need to
introduce an equivalent multiplicative formulation of the AWGN channel, which we define
following [RUO1, Lemma 1] by

y=x0z, (3.5)

where  and y designate the channel input and output vectors, ® denotes the Hadamard
(element-wise) product, and z is a random noise that verifies, Vi € [1 : n]:

Pz, (%) = Py,x,(2i) (3.6)
r=-1,1
1 1
= 5 Priix. (i) + 5 Poyix (i = 1) (3.8)
1 1
= §PY1-\X1-(21'|1) T3 Yilx, (=2l — 1) (3.9)
1 1
= Py x,(zi1) (3.11)
= Py, x, (il1). (3.12)

Therefore, Z; ~ N(1,02) for all i € [1:n]. As a direct consequence of this multiplicative
model for the noise, the probability of error simplifies to:

P(YP # X;) = P(Z; < 0). (3.13)

It is easy to observe that the probability of a 0-centered white Gaussian noise being greater

than 1 is the same as a 1-centered white Gaussian noise of the same power being smaller than

0, i.e., (3.4) and (3.13) are equal for a same given variance o2.



3.1. Model-free decoding approach 49

3.1.3 Decoding framework

In [BCK18a], the authors proposed to use the noise model from Section 3.1.2 and the decoding
framework depicted in Figure 3.2. Instead of using the channel output directly to estimate
the transmitted codeword —and thus encountering the dimensionality problem—, we use this
decoding approach that transforms the channel output y into two vectors: the absolute value
ly| and the syndrome Hy®, where H denotes a parity check matrix for the code C.

: Yy’ Hy
[ sign }A( bin ]—*( H ]—' .
Noise

Yy estimator
F

abs

Figure 3.2: Decoder framework proposed in [BCK18a].

Using this approach, a noise estimator (that will later be implemented using deep neural
networks) outputs a vector &, which estimates the so-called bitflip vector!. This vector indi-
cates the positions of the received signal y that have suffered bitflips, i.e., the indices where
y? # ¢, or equivalently, z < 0. In [BCK18a], the authors used negative values for positions
where a bitflip occurred (so that the product with y® would correct them), and positive values
elsewhere. For our contribution, we will choose a slightly different representation. The final
estimate of the transmitted codeword c is given by:

¢ = bin(y’e), (3.14)
or equivalently, the estimate of the transmitted BPSK signal « is given by:

& = sign(y°e). (3.15)

3.1.4 Optimality analysis

The main result from Bennatan et al. is proving that the decoding framework from Section
3.1.3 does not incur any loss of optimality, i.e., the inputs |y| and H y? are sufficients statistics
for optimal decoding. This is outlined in the following theorem.

Theorem 3.1 (Sufficient statistics). Consider the decoding framework from Section 3.1.3,
where the transmitted codeword ¢ is estimated (or equivalently, the BPSK signal x). In this
scenario, the following equation holds, for all i € [1 : n]:

PXiIY(x’y) = Pz;| \z|7sz(xyiS’ Yl Hyb)7 (3.16)

!To enhance clarity, we have opted for a different notation than the one employed in the original work by
Bennatan et al.



50 Chapter 3. Syndrome-based neural decoding for BPSK

where Z; ~ N'(1,0%) Vi € [1 : n] is defined as in Section 3.1.2.
Proof. The proof can be found in [BCK18b). O

The result in (3.16) provides independency from the transmitted symbol sequence x, as
the pdf expression given by PZ;\ \2|,HZ" only depends on the noise vector Z. As a result, the
decoding system can be trained on noisy realizations of any given codeword (for instance, the
all-zero codeword).

3.1.5 Neural network architectures for the noise estimator

As seen in Section 3.1.3, the noise estimator will take two inputs —|y| and Hy?— and give an
estimate é of the bitflip positions. This section presents a few Deep Neural Network (DNN)
architectures implemented in the literature. The input to every DNN is a vector consisting
of the concatenation of the two considered variables from Theorem 3.2, i.e., (|y|, Hy").

Observation 3.1. The authors in [BCK18a] call the estimator Noise Estimation and the
output is denoted 2, as if it was an estimate of the noise z. This is not the case, as the
network does not seek to estimate the actual value of the noise but rather only the positions
where a bitflip occurred. This is why we have defined an extra notation vector e called the
bitflip vector, and the network outputs its estimate &, which should indicate the positions
where z < 0.

3.1.5.1 Multi-layer Perceptron

The MLP is the classical feed-forward and dense DNN, and was Bennatan’s first implemented
architecture (where it is called Vanilla Multi-Layer), with the only difference that the input
is fed to each layer, in addition to the output of the previous layer, in order to mimic the
behavior of the BP algorithm. The network consists of d; fully connected layers with a
Rectified Linear Unit (ReLU) activation function. Each hidden layer contains an neurons,
where (n, k) are the code parameters and o € NT is a scaling factor to be selected. A final
output layer contains n neurons, and the hyperbolic tangent activation function is employed
to output values in the range [—1,+1]. The architecture is displayed in Figure 3.3.

3.1.5.2 Recurrent Neural Networks

The authors in [BCK18a] also proposed an RNN architecture as a more memory-efficient
alternative. The network consists in stacking recurrent cells on top of each other. The
number of cells to be stacked will define the depth of the neural network. Observe that RNNs
are usually employed for sequential data. In our case, the input vector is fed repeatedly
throughout all the time steps.
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Figure 3.3: MLP-based architecture for the noise estimator. The number of neurons (i.e.,
the output size) is indicated below each layer, where o € NT, and n denotes the code’s block
length.

The basic architecture is depicted in Figure 3.4, where d; recurrent layers are stacked
on top of each other and perform T time steps before producing an output é. Each cell
g;, Vi € [1:d] is composed of several Gated Recurrent Units (GRU) [Cho+14], which is a
more lightweight variant to Long Short-Term Memory (LSTM) cells [HS97] due to their lack
of a reset gate. h;; designates the state vector of the ith GRU cell at time ¢. Each GRU cell
is again composed of an GRU units, and the final dense layer has n neurons and employs
also a hyperbolic tangent activation function. Differently from [BCK18a], a final dense layer
with n units is added at the end of the RNN to obtain an output with the correct size?.

R, 1 hg, o hg, 71
hD70 — gdl ! /QD ! . .. ! @—
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Figure 3.4: RNN-based architecture for the noise estimator. The architecture is slightly
changed with respect to [BCK18al, adding a final dense layer to obtain the correct output
dimension.

2Tt is not clear how the authors of [BCK18a] obtain an output of length n without this dense layer. In any
case, the performances obtained match the expected ones.
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3.1.5.3 Transformer

In a subsequent study, Choukroun et al. proposed a novel transformer-based architecture
for the bitflip estimator [CW22a] —therein referred to as ECCT— inspired by the work of
Vaswani et al. [Vas+17] and depicted in Figure 3.6. This network consists of three main
stages: (i) an embedding stage, where each component of the input vector is projected into a
high-dimensional space of size d.; (ii) an encoding stage, repeated N times, where a masked
Multi-Head Self-Attention (MH-SA) block alternates with two dense Feed-Forward Neural
Networks (FFNN) —an expanding and a contracting one— with normalization layers added
before according to Figure 3.6; and (iii) a decoder stage, which consists in a normalization
layer, a dense layer to squeeze the embedding dimension to 1 and a final dense layer that
outputs the estimate é. The mask is a symmetric binary matrix of size (2n — k) x (2n — k)
that contains a one in the position (,7) if the ith and jth elements of the input vector
[ly|, Hy"] are connected. To achieve this, we start with an identity matrix Ip,_, since every
element is connected to itself. Then, for each row i € [1 : n — k] of the parity-check matrix,
for every pair (j,j') € [1 : n] x [1 : n] such that H; ; = H; jy = 1, we unmask the positions
(7,7") and (n +1,7), along with their symmetric elements. The resulting matrix can be seen
as an extended adjacency matrix of the Tanner graph, in order to account for all the 2n — k
input elements. For further details, the reader is referred to [CW22a).

1234567

123456738910
(a) Parity-check matrix. (b) Mask.

Figure 3.5: Example of a parity-check matrix of a Hamming code of size (7,4) and its corre-
sponding mask for the MH-SA block. Black squares correspond to ones and white squares to
Zeros.

3.2 Contributions to the model-free decoder

As previously stated, one shortcoming of the decoder from Section 3.1.3 is that the entire
codeword c is estimated, and thus the same importance is given to both information and
parity bits. Besides, when employing non-systematic codes, an additional series of linear
operations has to be applied to the codeword, which may cause a performance penalty. Finally,
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Figure 3.6: Transformer-based architecture for the noise estimator, as proposed by [CW22a].
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the learning and complexity aspects of the neural component of the decoder are not well
contemplated or studied. This section presents various contributions from our work in [DB23]
and [DeB+24b]:

(i) We introduce a Syndrome-Based Neural Decoder (SBND) framework that extends the
work of Bennatan et al. [BCK18a] to a full decoder of the message u, which is directly
applicable to systematic and non-systematic codes.

(ii) We present a novel recurrent version of the transformer architecture to further reduce
the number of weights.

(iii) We study the influence of the parity-check matrix employing information theory-related
metrics.

(iv) We offer a thorough complexity analysis that compares the considered architectures.

3.2.1 Proposed message-oriented framework

For the first contribution, let us define a new measure of error that assesses messages instead of
codewords. Let pinv(-) define a pseudo-inverse function dependent on the linear block code,
defined as an operation that transforms every valid codeword ¢ € C to its corresponding
message u. That is, if ¢ = GTu, then:

u = pinv(e). (3.17)

Observe that, given a pseudo-inverse pinv(-), its application to a non-valid codeword may
yield an unpredictable result. Observe also that, for the case of systematic codes, a simple
pseudo-inverse consists in the extraction of its systematic bits, i.e., pinv(e) = Ac where:

A= (I | O i), (3.18)

Now, let @ denote an artificial variable —also referred to as noisy message— defined by:

ey

@ £ pinv(y?), (3.19)
where y® represents the hard decisions of the received BPSK signal y, which may have suffered
bitflips during transmissions (i.e., changes in its sign). Let e’ denote the error vector between

the original message u and w, i.e., the bitflip pattern:

e Ltupu. (3.20)
Observe that the so-called noisy message is not actually a signal we receive, but rather the
output of a hard-decision decoder that thresholds the vector y to obtain y® and then inverts

it through the function pinv(-) (recall that e’ = ¢ @ y).

The proposed decoding framework is outlined in Figure 3.7. In brief, the estimator uses
the same inputs as [BCK18a], but outputs a vector that indicates the positions of bitflips
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in the artificial vector @, which will be corrected in the final stage to obtain the estimate
@. This reduces the output size from n to kK —which can be around half in a typical case—
and allows the training algorithm to focus only on information bits, potentially sacrificing
performance on the parity bits. Additionally, because the decoder will be extended to higher-
order modulations in Chapter 4, we remove the sign operations from the system and work
either with real numbers (y, |y| and &,,) or binary (the remaining vectors of Figure 3.7). To
this purpose, we replace the last layer’s activation function from a hyperbolic tangent to a
linear activation.

y® Hyb
L.

[yl

Message
bitflip
estimator

abs

Figure 3.7: Proposed message-oriented SBND.

Consider now the following theorem.

Theorem 3.2. Considering the previous decoder structure for estimating the message u, the
following equation holds:

Pyjy (uly) = PE3|\Z|,sz(u@ﬁ| lyl, Hy"), (3:21)

where Z denotes the multiplicative noise from Section 3.1.2, and €% = u® @ = u & pinv(y®).
Hence, it follows for alli € [1:n]:

Pujy (uly) = PEZ il \Z|7HZb<uz’ @ |yl, Hy"). (3.22)
Proof. See Appendix A.1. O

This indicates that knowing y and computing the probability distribution of u is equivalent
to knowing Hy® and |y| and computing the probability distribution of the random variable
e’ , which after the final bitflip estimation is used to yield an estimate of w by applying an
exclusive OR operation with the artificial variable :

aw=1udel. (3.23)

This extends the previous results [BCK18a; CW22a; CW23] to a full decoder architecture,
where the output is the estimate of the original message u, and is independent of the generator
matrix —and particularly, whether it is systematic or not. Observe also that Theorem 3.2
implies that the posterior distribution Py (u|y) depends only on the multiplicative noise
z and is invariant with respect to the transmitted codeword. This enables single-codeword
training, as long as the noise remains random throughout the learning process.
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We have taken this analysis one step further by explicitly computing the expression for
the argument that maximizes the posterior distribution Py (u|y). Consider the following
lemma.

Lemma 3.1. Considering the previous decoder structure for estimating the message w, the
following equation holds:

Pyy (u]y) = argmin Zn:yl(l — 2[GTpinv(y")];)[GTel];, (3.24)

b .
€u =1

where the notation [-|; indicates the i-th element of the vector between the square brackets.
Proof. See Appendix A.2. O

This result, containing an explicit expression of the posterior distribution Pyy (uly),
illustrates more clearly the dependencies and complexity of the decoding process. The optimal
estimate of &% is the one that minimizes the sum of reliabilities associated with the positions
of estimated bitflips, with negative values in positions where the received signal y and the
encoded and modulated pseudo-inverse (1 — 2G7pinv(y?)) have different signs and positive
values otherwise. A similar procedure can be found in other decoding algorithms, such as the
OSD (see Section 1.4.1) and the Chase algorithm [Cha72]. In our case, instead of computing
this minimum with an iterative trial-and-testing procedure (which is costly and has high
latency), we employ neural networks.

3.2.1.1 MAP denoising and MAP decoding

Let us observe that the proposed system is based on a denoising approach, where the estimator
does not output the estimated message @ directly, but rather an estimate of the artificial
quantity e’, which is subsequently used to correct the noisy message @. The quantity e’ can
be thought of as message noise, much like the codeword noise €’ in Section 3.1.3. Nonetheless,
this approach is equivalent to estimating the message u, as shown in the following result:

argmax Py )y (uly) = argmax Pggpoy (00 & el ly) (3.25)
ue{0,1}* eb e{0,1}*
= argmax Pp |Y(eZ\y), (3.26)
ehefopk "

where we have use that u = @ @ €%, along with the fact that @ is a deterministic function of
y as per (3.17). Similarly, one can write that

argmax P,y (u;|y) = argmax Ppp .|Y(ez7i\y), (3.27)
u;€{0,1} & efony

which allows the transformation of the MAP decoding criterion in (1.36) to a MAP denoising
criterion.
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3.2.2 Recurrent transformer-based architecture

It has been stated that a central obstacle in contemporary NN-based channel decoding is
the problem of scalability. This concept encompasses two key dimensions: (i) the network’s
capacity to decode larger codes and (ii) its ability to achieve this without resorting to an
ever-increasing number of model parameters. The work in [CW22b] tackled this problem,
achieving slightly better performances than [BCK18a] for a BCH code of size (127,64) with
only a tenth of the number of weights.

As we will see in Section 3.2.3, the total number of weights in the ECCT increases predom-
inantly as Nd?, where N indicates the number of encoders and d, the embedding diemension.
The embedding provides the system with the freedom to represent the input vector in a high-
dimensional space and thereby learn the output accordingly. For this reason, we decided to
address the issue of the number of encoders N. In this section, we propose a recurrent version
of the ECCT —henceforth referred to as r-ECCT— that takes a step in the scalability direc-
tion. As evidenced in Section 3.2.3, the transformer solution has roughly a linear dependency
on the number of concatenated attention blocks (i.e., encoders). We propose removing this
dependency by adopting a recurrent strategy, where the same attention block is employed
iteratively for NV cycles. The basic architecture is outlined in Figure 3.8: after the embedding
phase, the data is fed to the encoder block that iterates on itself N times. The resulting
encoded vector of size (2n — k, d.) is fed to the decoder to estimate the bitflip vector.

Decoder

Enc(1) Enc(2) Enc(N)

(2n — k,d.)

Embedding

(2n —k,1)

[lyl, Hy"]

Figure 3.8: r-ECCT solution proposed for the bitflip estimator.

3.2.3 Complexity analysis

This section presents the complexity involved in the four considered NN architectures regard-
ing the number of parameters that configure the network as a function of certain hyperpa-
rameters to be selected in each case. Observe that the message-oriented approach of Section
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3.2.1 is adopted, but with the exception of the output layer, the complexity analysis is also
applicable to the decoding framework of Section 3.1.3.

3.2.3.1 Multi-Layer Perceptron (Feed-Forward Dense Network)

For a dense layer with n; inputs and n, outputs (i.e., n, neurons), the number of weights is
given by n;n, +n,, which includes the multiplicative weights and the biases. Let r denote the
length of the input vector [|y|, Hy’], i.e., r = (2n—k), and o € N* a scaling hyperparameter
so that each layer contains a(n — k) units. Then, for an MLP consisting of d; hidden layers
—plus the output layer—, the number of weights is given by:

Wup = ar? + ar + dy((r + ar)ar + ar) + (r + ar)k + k
first layer d; — 1 hidden layers output layer
= (djo + dy + Dar? + (dy + Vo + (r + ar)k + k, (3.28)

which, for a fixed depth d; and scaling parameter «, implies a network size that increases
roughly as O(r?).

3.2.3.2 Recurrent Neural Networks

The RNN implemented in our work and in [BCK18a] is based on GRU cells. If n; and n,
represent the dimensions of the input and the output, respectively, we have that the total
number of weights for a GRU equals 3(n2 + n;n, + n,) [DS17]. Moreover, the number of
parameters for the final dense layer is given by n;n, + n,. Recalling that each GRU cell
consists of a(2n — k) GRUs, and that the network contains d; GRU cells stacked on top of
each other, we have that the total number of weights for the RNN is given by:

Wean = 3(a?r? 2 d; — 1)3(a®r? + or? k+k 3.29
RNN (a®r® + ar® +ar)+ (d; — 1)3(a”r® + a*r* + ar) + ark + k, (3.29)
input GRU layer d;—1 hidden GRU layers dense layer

where 7 £ 2n — k is the size of the network’s input and (n, k) represents the parameters of
the channel code. Collecting the terms, the following result is obtained:

W =3 ((2di = 1)a® + a) 12 + (3d; + k)ar + k. (3.30)

It is worth observing that, for a fixed depth d; and a scaling parameter «, this result implies
a network that increases in size as O(r?).

3.2.3.3 Error Correction Code Transformer

The transformer-based architecture is composed of three stages: (i) the embedding, which
involves rd, weights, with d. the embedding dimension; (ii) the N encoders, each composed
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of two normalization layers, an MH-SA, and two dense layers; and (iii) the decoder, consisting
of a normalization layer and two dense layers. Hence, the number of weights can be expressed
as follows:

Weeer = N( dde, +4de(de + 1) +4d? + 4d, + 4d% + d. )

norm. MH-SA encoder dense layers
4 2 + d+14rk+k + rde . (3.31)
~~~ — ~~

norm.  decoder dense layers  embedding

Once again, collecting the terms, we get the following expression for the total number of
weights in the ECCT:

Wegcoer = 12Nd? 4 (13N 47 + 3)de + (r + 1)k + 1, (3.32)

where, for a fixed number of encoders and embedding dimension, the value of Wgcco is
almost independent of the code parameters (n, k). Its main dependence is on the number of
encoders N (linear) and the dimension of the embedding d. (quadratic), and the total number
of parameters increases roughly as O(Nd?).

3.2.3.4 Recurrent ECCT

The proposed solution is rooted in the ECCT architecture, with a novel adaptation involving
the recurrent utilization of the encoder for the NV iterations. Hence, the number of parameters
can be easily obtained by replacing N =1 in (3.32):

Wigcor = 12d2 + (16 4 r)de + (r + 1)k + 1. (3.33)

The proposed NN is virtually only dependent on the embedding dimension, which is consid-
ered fixed in this work. Observe that, in practice, larger codes will probably require larger
embedding dimensions to maintain competitive decoding performances.

3.2.4 Influence of the parity-check matrix

Set aside the hyperparameters of the NN, the performance of the overall decoder turns out to
be very dependent on the parity check matrix H. In the following, we study the influence of
this matrix H on the proposed decoder. We propose an information theory-based metric that
evaluates the information shared between the syndrome input Hy® and the bitflip vector e®
as a function of the employed parity-check matrix. We then suggest an algorithm to sparsify
the parity-check matrix, which in turn increases the proposed metric. Finally, we evaluate
the impact of this new matrix by simulating the decoder with different parity check matrices
and displaying the resulting BER. For simplicity, the analysis is carried out employing the

codeword bitflip vector eP.
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3.2.4.1 Sparsifying the parity-check matrix

In the model-free approach, one of the inputs to the noise estimator is the syndrome s £ Hy®.
The learning capabilities of the neural estimator may vary according to the choice of the
parity-check matrix, e.g., its shape, structure, or density. This section presents a way to
measure the impact of the parity-check matrix on the learning capabilities of the network and
proposes a method to construct a matrix that improves performance when needed. First, let
us recall the following definition from [Sha48].

Definition 3.1 (Mutual Information). Let X and Y denote two discrete random variables
with joint probability mass function Pxy. Then the Mutual Information (MI) between X
and Y is defined by:

230 Y Prylelon (gt (3.34)

zeX yeY ( )PY( )

where Px and Py denote the marginal probability mass functions of X and Y associated with
P XY -

Consider now the following theorem.

Theorem 3.3 (MI and parity-check matrix). Let C be a code defined by a generator matriz
G and E® a binary random variable that represents the bitflip pattern induced by the channel.
Let H and H denote any two valid parity-check matrices for the code C. Then:

I(E® S)=I1(E"S), (3.35)

where S £ HE® and S £ HE? represent the syndromes induced by each parity-check matriz.
Proof. See Appendix B.1 O

This result implies that changing the parity-check matrix H induces no intrinsic loss in the
shared information between the overall syndrome S and the overall bitflip vector E®. However,
when taking into account the architecture of the NN and the formulation of the training loss
function, it appears more intuitive to analyze the impact on each of the components Ef’
separately. In this work, we choose to investigate a surrogate information measure defined in
the following lemma.
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Lemma 3.2 (Pairwise MI). In the same framework as in Lemma 3.3, if Ppo(1) = p for

all i € [1 : n], then the MI between the ith component of the bitflip vector E’ and the jth
component of the syndrome S is given by:

I(E}; Sj) = [Hy(E(N})) = Hp(E(Nj = 1)] L(Hyj = 1), (3.36)
where:
o Hy(a) £ —alogya — (1 — a)logy(1 — a) is the binary entropy function;
e N; denotes the Hamming weight of the jth row of the parity-check matriz H ;

e and E(N;) denotes the probability of obtaining an even number of positive outcomes
after N; Bernoulli realizations with probability p. That is:

1 1
E(N;) £ P{even # of ones} = 5t 5(1 —2p) N5, (3.37)
Proof. See Appendix B.2. O
| p= 0.‘1
0,41 —e—p=10.05 |
—=—p =0.02
=
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Figure 3.9: Mutual information between Elb and S as a function of the weight of the jth row
Nj, for different bitflip probabilities p € {0.02,0.05,0.1}.

The quantity I(E?; S;) is represented as a function of N; in Figure 3.9. The shared infor-
mation between Ell-’ and S; decreases with the weight of the jth row, and reaches its maximum
when N; = 1. This indicates that, even though the quantity (E®; S) is independent of the
choice of the parity-check matrix, the pairwise mutual information I (Ef ; Sj) depends inversely
on the weight of the corresponding row.
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Algorithm 2 2"d-order parity-check matrix sparsifying

Input: parity-check matrix H
Output: sparsified parity-check matrix H,

1: H.+H

2: FoundBetter + True

3 C={{i}:1<i<njU{{i,j}:1<i<j<n}
4: while FoundBetter do

5: Wmin < N

6: FoundBetter < False

7. forie[l,2,...,n—k| do

8: wj < weight(H][d])

9: for comb € C' /i ¢ comb do
10: Whew — weight(@(H, [i], H,[comb]))
11: if Whew < min(wpyin,w;) then

12: Wmin < Wnew

13: (Tpest, COMbpegt) — (4, comb)

14: FoundBetter + True

15: end if

16: end for

17:  end for

18:  if FoundBetter then

19: H, [i] < @H,[ivest], Hr[combpest])

20: end if
21: end while
22: return H,

In order to increase the pairwise mutual information I(E?;S;), Algorithm 2 outlines a
simple procedure to sparsify a matrix without changing its kernel space, i.e., applying exclu-
sively linear operations among its rows. The algorithm exhaustively searches all the pairs and
triples of rows, assessing which addition of rows leads to the largest reduction in the matrix’s
overall weight. This process is repeated until no combination of two or three rows reduces
the weight of the parity-check matrix.

We can now define the Mean Pairwise Mutual Information (MPMI) as follows:

1 n—k
MPMI(E?, 8) = — > I(E};S)). (3.38)
j=1

If this quantity is larger, then on average, more information is shared between each Ezb and 5.
For a systematic BCH code with n = 127 and k& = 64, where the first k£ positions correspond
to the information bits, let us consider four different possible parity-check matrices depicted
in Figure 3.10:

1. The original parity-check matrix, taken from that channel code database of [Hel+19];
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2. its standardized version, as per (1.12);

3. a randomized parity-check matrix, computed by applying several random linear combi-
nations over the original matrix’s rows and;

4. a sparsified matrix, obtained by applying Algorithm 2 to the standardized matrix.

Original (sparsity = 73.23%) Standard (sparsity = 75.13%)
. 0
25 1 25
50 50
0 50 100 0 50 160

Random (sparsity = 50.23%) Sparsified (sparsity = 81.95%)
T 0

Figure 3.10: Possible parity-check matrices for a BCH code of size (127,64). Ones are repre-
sented in black and zeros in white. Their sparsity (percentage of zeros in the matrix) is also
displayed.

Figure 3.11 shows the MPMI between the syndrome S and each bitflip variable Ef-’. Among
the four considered parity-check matrices, the sparsified matrix stands out for two main
reasons: (i) its MPMI is on average the highest for most bitflip positions and (ii) because
systematic codes are employed, the indices for which the MPMI is lower correspond to the
redundancy bits that the decoder will not estimate. Intuitively, the sparsified matrix is the
one that has the highest average information shared between the syndrome (i.e., the decoder’s
input that depends on the parity-check matrix) and the systematic bitflip components (i.e.,
the decoder’s output in the message-oriented approach).

3.3 Experiments

This section presents the decoding performance of our proposed decoder from Section 3.2.1
over different codes, namely BCH and Polar codes of different sizes and code rates. To
recapitulate, our contributions can be divided as follows:
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Figure 3.11: MPMI between the syndrome S and each bitflip component E?.

(i) The proposed decoding framework from Section 3.2.1 —denoted message-oriented—
that puts its focus on information bits (i.e., the message u);

(ii) the recurrent transformer architecture that removes the dependency on the number of
encoders, thus reducing the number of parameters by a factor of N;

(iii) and the parity-check matrix analysis, with its subsequent sparsified version that im-
proves training and performance metrics.

To demonstrate the interest of all of these elements, they are implemented sequentially. The
model-free decoders from [BCK18a] and [CW22a] provide the best performances found in
the state-of-the-art. Hence, we start by implementing these decoders and comparing them
to the same architectures but using our framework from Section 3.2.1. Once our framework
has been justified, it is retained and used for the remaining simulations. Subsequently, the
r-ECCT from Section 3.2.2 is compared to the previous architectures, displaying competitive
performances while using only a fraction of the previous networks’ number of parameters.
Finally, the parity-check matrix is considered, selecting the sparsified matrix as per Section
3.2.4. A final simulation is provided to aggregate all of the contributions and compare the
resulting decoder against the systems in [BCK18a; CW22a].

3.3.1 Training and hyperparameters

To test the decoders and our different contributions, the system from Section 3.1.1 is simu-
lated, employing the decoders from Sections 3.1.3 and 3.2.1 and the classical decoders OSD
(for the BCH codes) and SCL (for the Polar codes). We implemented all the NN-based de-
coder architectures using Google’s TensorFlow library [Mar+15] along with the Keras API
[Cho+15]. Binary data is generated on the fly and grouped into batches of varying size,
depending on the architecture and training limitations. The binary cross-entropy function
is employed as the loss function during training, defined for two vectors @ = {a;}1<i<x and
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a = {a;}1<i<y as follows:

k
Lpcg(a,a) = Z(ailog(@i) + (1 — a;)log(1 — fh‘)): (3.39)

i=1

where a is conventionally the true value (or ground truth) and @ denotes the NN-estimated
value. The last dense layer of every architecture was selected to be linear, as to mimic LLR
values. As such, a sigmoid function is applied to the estimators’ outputs before computing
the binary cross-entropy loss. Another possibility would be to select the sigmoid as the final
activation function and use a 1/2-threshold to convert to the binary domain. To estimate the
BER for a given E}/Njy, a Monte Carlo simulation is carried out, with a stopping criterion
of 500 frame errors and with a minimum of 10* frames sent. The BER is computed message-
wise, meaning that the comparison is carried out between the transmitted message u and the
estimated one .

Observation 3.2. When employing the codeword-oriented decoder —which gives an estimate
of the transmitted codeword ¢—, an inverse is applied to obtain an estimation of the message
u. In the case of BCH codes, we employ their systematic version and thus the inverse is easily
obtained by an extraction of the information bits. For Polar codes, we make use of Lemma
1.1.

Details about each simulation scenario are provided gradually as new elements are added
to the system. For reproducibility, the architecture and training hyperparameters employed
are summarized in Table 3.1, and the total number of weights in each architecture is displayed
in Table 3.2. All the simulated codes are obtained from the channel code database of [Hel4-19].
To maintain a variety in the code size and rate without incurring an overload of figures and
information, different codes will be employed for each contribution. Nevertheless, tendencies
are very similar regardless of which of the considered codes is selected for each section.

3.3.2 Simulation results
3.3.2.1 Previous architectures

Because we implemented the decoders ourselves, let us start by benchmarking the three NN-
based architectures employed in the literature: MLP, RNN, and ECCT. For this, we selected
two BCH codes of size (63,45) and (127,64) as they are implemented in both [BCK18a] and
[CW22a], and because they represent very different outcome scenarios.

Figure 3.12a shows the BER performance of the three architectures, along with the ML
curve computed using an OSD of order 3. We can observe that, while the RNN (4.5M
weights) reaches pseudo-optimal performance, the ECCT (2M weights) and MLP (3.7M
weights) present a gap of approximately 1dB. Figure 3.12b exhibits a very different behavior,
where even the RNN (20M weights) is unable to beat even the OSD of order 1, even if the
gap begins to close in higher SNR. However, in this case, the ECCT shows its interest, where
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Code Rate | Training Fj /Ny MLP RNN ECCT r-ECCT
BCH (63,57) 0.90
4dB
BCH (63,51) | 0.81 a=5 a=7 |do=128 | d =128
BCH (63,45) 0.71 d; =5 d; =10 N =10 N =10
3dB bs. =212 | bs. =212 | bs. =28 | bs. =29
BCH (63,39) | 0.62
BCH (127,64) | 0.50 4dB
Polar (64,48) | 0.75
Polar (64,32) | 0.50 3dB Y . i =128 | d. =128
Polar (64722) 0.34 d; =10 d;=5 N =10 N =10

bss. =212 | bs. =212 | bs. =28 | bs. =2°
Polar (128,96) | 0.75

Polar (128,64) | 0.50 44B

Table 3.1: Summary of the hyperparameters used in each simulated scenario, for each NN
architecture.

Code Wuire | Weny | Wecer | Wigcer
BCH (63,57) | 2.7M | 2.6M
BCH (63,51) | 3.2M | 3.1M
BCH (63,45) 3.8M 3.6M 2M 200k
BCH (63,39) | 43M | 4.1M

BCH (127,64) | 20.5M | 19.5M

Polar (64, 48) 3.7TM 3.56M
Polar (64,32) | 5.3M 5M

Polar (64, 22) 6.4M 6.1M 2M 200k
Polar (128,96) | 14.6 | 13.9M
Polar (128,64) | 2IM | 20M

Table 3.2: Summary of the approximate number of weights that configure each NN architec-
ture.
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with only 2M parameters, it greatly outperforms the MLP decoder (which has 20.5M weights).
Lastly, it is worth observing that all the performances are as expected from [BCK18a] and
[CW22a], with the exception of the RNN-based decoder for the BCH(127,64), for which our
simulations displayed slightly better results than those shown in [BCK18a].
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(a) BCH (63,45). (b) BCH (127,64).

Figure 3.12: Bit error rate comparison for two BCH code of sizes (63,45) and (127, 64) under
a BPSK modulation scheme, employing the three considered architectures from the state-of-
the-art. The MLB curve was computed using an OSD of order 3.

3.3.2.2 Message-oriented vs. codeword-oriented decoders

In the following, our proposed message-oriented approach is compared to the previous de-
coder of Section 3.1.3, which we have denominated, in opposition, codeword-oriented. Recall
that the interest of our proposed decoder lies mainly in two aspects: (i) its focus on infor-
mation bits rather than parity bits, seeking to minimize the information BER rather than
the overall codeword BER; (ii) its one-shot decoding approach that directly estimates the
message, without passing through the estimated codeword and thus avoiding extra computa-
tions when non-systematic codes are employed. To assess numerically the performance gain
of this approach, two codes are implemented: a BCH code of size (127,64) and a Polar code
of size (64,32). The three architectures (RNN, ECCT, and MLP) are implemented for both
approaches, but only two were kept: the RNN, as a high-performance and highly complex
solution, and the ECCT, as the lighter but still competitive alternative —in occasions sur-
passing the RNN. The MLP has a moderately high complexity (close to the RNN), but with
a performance that rarely surpasses that of the ECCT, and hence is left out of the following
sections.
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Figure 3.13: Bit error rate comparison for a Polar code of size (64,32) under a BPSK modu-
lation scheme. Both neural decoders are implemented using RNNs.
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Figure 3.14: Bit error rate comparison for two BCH codes of size n = 63 and k = {45,39},
under a BPSK modulation scheme, employing the codeword-oriented approach (cw-dec) and
message-oriented (m-dec).
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Figure 3.15: Bit error rate comparison for a Polar code of size (128,64) under a BPSK
modulation scheme. Both neural decoders are implemented using the ECCT.

3.3.2.3 Recurrent ECCT architecture

Let us now recall and evaluate the interest of the proposed r-ECCT architecture with respect
to the RNN and ECCT. We have seen in Section 3.2.3 that the RNN is, by far, the most
complex architecture in terms of the number of parameters needed to build the network.
Additionally, this number grows exponentially with the size of the code. This motivated the
application of the Transformer architecture of [Vas+17] to the model-free error correction
problem, giving rise to the ECCT in the work by Choukroun et al. in 2022 [CW22a]. A fixed
embedding dimension d. = 128 and a number of encoders N = 10 —which are the values
used in the original work for the largest codes— yields a network composed of approximately
2 million parameters. For this reason, we proposed in Section 3.2.2 to take advantage of
the recurrent nature of the transformer-based architecture, using the same attention block
throughout the N iterations. We then saw in the complexity analysis that this reduces the
number of parameters by a factor equal to N, which is equal to 10 in our simulations. Hence,
the resulting network has approximately 200k parameters. In Figures 3.16 and 3.17, we can
see its interest, where the r-ECCT performs very similarly to the ECCT architecture with
only a tenth the number of parameters.

3.3.2.4 Sparsified parity-check matrix

For the final contribution on SBND for BPSK, we employed information theory-based metrics
to justify the interest of sparser versions of the parity-check matrix for the model-free decoding
approach. To better showcase the performance gains of this contribution, we selected a BCH
code of size (127,64) for two main reasons: (i) it is large and difficult enough so that the
simulated decoders do not reach optimal performance (leaving room for improvement); and (ii)
its parity-check matrix is dense enough so that the sparsifying algorithm reduces significantly
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Figure 3.16: Bit error rate comparison for three BCH codes of size n = 63 and k = {57, 51,45},

under a BPSK modulation scheme.
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Figure 3.17: Bit error rate comparison for three Polar codes of size n = 64 and k = {48, 32,22},

under a BPSK modulation scheme.
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its weight. Let us now recall the four parity-check matrices considered in Section 3.2.4:

1. The original parity-check matrix, taken from that channel code database of [Hel419];
2. its standardized version, as per (1.12);

3. a randomized parity-check matrix, computed by applying several random linear combi-
nations over the original matrix’s rows and;

4. a sparsified matrix, obtained by applying Algorithm 2 to the standardized matrix.

The MPMI of each matrix is shown in Figure 3.11, where we can see that our proposed
sparsified matrix has the highest MPMI in essentially every position. We train the decoders
using the r-ECCT architecture and the message-oriented approach, for each of the considered
parity-check matrices. Results are shown in Figure 3.18, where we can observe that the
sparsified parity-check matrix shows significantly better results than the other considered
matrices.

107! T E
BCH (127,64) |
102 E
1072 E
e i 1
= k 1
m f 1
1074 E
I | —e— Random - 50.23% ]
_ | |—= Original - 73.23% |
1077 H | —+— Standard - 75.13%
B Sparsified - 81.95% {

—6 | | | |
10773 4 5 6 7 8

Ey/No (dB)

Figure 3.18: Bit error rate comparison for a BCH code of size (127,64) under a BPSK
modulation scheme, employing the r-ECCT architecture and the four considered matrices.
The sparsity of each matrix is also added in the legend.

Finally, Figure 3.19 shows a final comparison between previous solutions and our proposed
solution, which aggregates the message-oriented approach, the r-ECCT, and the sparsified
parity-check matrix. With these three elements, we are able to outperform the model-free
solutions of [BCK18a] and [CW22a] —that do not employ the message-oriented approach nor
optimize the parity-check matrix— while using only a small fraction of the total number of
network parameters®. Additionally, the BER of the model-based solution from [Nac+18] is
added for comparison (see Introduction), which includes a version using the regular parity-
check matrix from [Hel419], and another decoder that employs the cycle-reduced parity-check
matrix based on [HCO06].

3Better performances can be obtained if we are willing to increase the network’s size.
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Figure 3.19: Performance comparison between our proposed solution (with all considered
elements) and the previous solutions from [BCK18a; CW22a; Nac+18] for a BCH code of size
(127,64) and a BPSK modulation.
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Thus far, we have discussed scalability as the main obstacle pertaining to neural-based de-
coders for realistic applications. In response, the model-free approach —which we denoted as
Syndrome-Based Neural Decoding (SBND)— was presented in detail in Chapter 3. Therein,
we revisited the decoding framework from a previous work [BCK18a] and proposed a series
of contributions that aim to increase performance while reducing the overall decoder’s com-
plexity. The main idea behind the SBND is to produce a symmetric decoder that does not
depend on the codeword and can thus be trained with a unique codeword, without having
to explore the entirety of a codeword space of size 2 for a k-dimensional code. Although
this provides us with a very promising framework, this system relies extensively, hitherto, on
the properties of BPSK, and can be easily extended to QPSK. However, in order to allow
for practical implementations, SBND has to be extended to higher-order modulations such as
M-QAM and M-PSK for arbitrary M. In this Chapter, we propose an extension of the SBND
that can be directly applied to such linear modulation techniques. More particularly, we focus
on Bit-Interleaved Coded Modulations (BICM) [Alv08; CTB98| which, unlike classical coded

73
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modulation schemes, present the advantages of allowing the usage of any FEC code designed
for memoryless channels, and of being more robust to burst errors.

In contrast to the proposed decoder of Chapter 3, which exploited the real and symmetric
nature of the BPSK modulation, when employing higher-order modulations, the statistical
properties of the received signal (e.g., the probability of a bitflip) vary depending on the
transmitted symbol, which may be more prone to certain errors in certain positions. For this
reason, BICM are adopted in order to regain the necessary symmetry properties to be able to
prove the model-free decoder’s optimality. We propose a decoding framework that uses the
bit Log-Likelihood Ratios (bit-LLR) as input and a bit-interleaver to break the asymmetries
between positions in the symbols.

The contributions in this Chapter can be classified as follows:

(i) We propose an SBND that extends the system from Chapter 3 to the case of higher-
order BICM, maintaining the message-oriented approach therein presented. For this,
we first characterize the equivalent channel between the transmitted codewords ¢ and
the received LLRs I under a BICM scenario, using results from the literature [Alv08;
CTB9S].

(i) We prove the optimality of the proposed system, highlighting the differences and lim-
itations with respect to the BPSK-specific decoder of Chapter 3, namely the training
set design and the loss of the single-codeword training property.

(iii) We evaluate the performance of the proposed decoder employing the main architectures
from the literature (i.e., RNN and ECCT), along with our proposed architecture from
Chapter 3 (i.e., the -ECCT).

(iv) Finally, we include a discussion on generic Coded Modulations (CM), their difference
pertaining to the model-free approach, and the limitations they impose.

The main difference between higher-order modulations and BPSK/QPSK is that the de-
coder is not directly fed with the channel output, but rather with bit-LLRs produced by
the soft demodulator as per (1.21). Hence, in order to design an SBND for the BICM set-
ting, we first start by introducing the BICM system layout and characterizing the channel
induced by the bit-LLRs for two common modulation schemes. Next, we propose an SBND
that extends the system from Chapter 3 to the case of higher-order BICM, maintaining the
message-oriented approach therein presented. Finally, we analyze the performance of the main
considered architectures for the neural-based decoders, namely, RNN, ECCT, and r-ECCT.

The work in this Chapter can be found in [DeB+24c] and [DeB+24d].
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4.1 Preliminaries and problem statement

In this section, we offer an overview of the system model, along with an equivalent model
for BICM and the resulting posterior distribution, which will be employed in the following
sections.

4.1.1 System model with BICM

Let us start by introducing the BICM framework depicted in Figure 4.1. As before, a random
source generates binary data in frames of length & —referred to as message and noted by
u—, assumed independent and uniformly distributed. This message is then mapped to an
n-bit codeword ¢ through a linear FEC code defined by a generator matrix G of size k x n,
such that ¢ = GTu. Then, a perfectly random interleaver II, assumed to be known to the
receiver as well, shuffles the bits of ¢ into an n-bit sequence €. The bit-interleaved codeword
is finally mapped through a linear modulation scheme of order m, such as PSK or QAM, that
yields a modulated codeword € € of length n’ = n/m. The channel introduces an AWGN
w ~ CN(0,0%1,), such that the received signal is expressed as follows:

y=x+w. (4.1)

On reception, a demodulator first computes a real-valued vector containing the n LLRs of
the transmitted codeword ¢ defined by:

_ Py 16 Wrigm110)
Li(Yfi/m)) = log ( - ; (4.2)

Py i Wrigm1 1)

where y = (y1, ..., yr) is the complex-valued received signal. The resulting bit-LLRs are then
de-interleaved back to the original bit order. This yields the vector I = (ly,l,...,1,) that
is then fed to the decoder to return an estimation @ = g(I) of the originally transmitted
message. As stated in Section 1.3.1, the decoding problem consists in designing a decoder
g(+) to minimize the BEP defined as in (1.27). The computation of the optimal decoding rule
(see Section 1.3.1) requires the computation of the k posterior distributions Py, Vi € [1 :
k], entailing each one a marginalization over 2k=1 gequences (Uly eoey Wim1y Wit 1, vey Uk ). This
engenders exponential complexity and renders the bit-MAP decoder too complex for real-time
implementation even for short codes, and simply intractable for larger codes. In this Chapter,
we undertake the design of quasi-optimal and low complexity decoding rules g(-) which are
based on deep learning techniques.

4.1.2 BICM equivalent channel model

In order to derive optimal decoders for the BICM scenario under investigation, let us char-
acterize the effective channel relating each of the transmitted codewords ¢ to the received
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Figure 4.1: General system model for BICM.
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LLR I, namely the BICM equivalent channel model. Using results from the literature [Alv0S;
CTB9g], the BICM channel depicted in Figure 4.2 can be characterized as a memoryless
channel experienced equally by all of the coded bits. It consists of a mixture of the channels
seen by each bit-position s € [1 : m| in the labeling of the constellation. More formally, the
equivalent BICM channel is given in the following lemma.

Classical BICM

Figure 4.2: BICM channel model extended to bit-LLRs.

Lemma 4.1 (BICM channel model [Alv08; CTB98]). An equivalent channel distribution of
a BICM scenario writes fory € €%, 1 € R", and ¢ € {0,1}™ as:

Pric(lle) = HPL|C (Lilei), (4.3)
=1
where the distribution Ppc is given by:

Pric(lle) Z > Pryx (), (4.4)

s=1lzeXs

and X? is the set of symbols for which their s-th bit equals ¢ (0 or 1). The distribution Prx
can be obtained from Py|x, Ls being a deterministic function of Y.

Proof. The proofs can be found in [Alv08, Section 3.4] and follow from the fact that the
equivalent channel relating ¢ to y is memoryless, i.e.,

Pyc(yle) HPY\C Ylifm)lCi)s (4.5)
=1
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where .
1
Py|c(yle) = e S>> Pyix(yle), (4.6)
m| ¢ | s=lzeX$
and Py|x is the noisy channel probability distribution. O

In this work, we will not seek a closed-form expression of the BICM equivalent channel
distribution Prc. However, the equivalent channel model will prove useful to analyze the
optimality of our proposed decoder in Section 4.3.

4.2 Model-free decoding for BICM

In the following, we propose a model-free decoder for higher-order modulations under a BICM
scenario. To this end, we start by recalling the principle of model-free decoding, then present
the structure of the proposed decoder and compare it to the existing state of the art.

4.2.1 Model-free decoding for BPSK and QPSK

The model-free decoder introduced in [BCK18a] consists of two main ideas, namely estimating
bitflips in the received noisy codewords and identifying sufficient statistics to do so.

To this end, a pre-processing stage is added before the decoder, where the received BPSK
signal y is divided into its absolute value |y| and its syndrome s, defined as:

s = Hyb, (4.7)

where H denotes the parity-check matrix of the code, y® represents the hard decision associ-
ated with the received signal y. Observe that y® = ¢ @ e where ¢ indicates the transmitted
binary codeword and e’ is a vector containing ones in the flipped positions and zeros every-
where else —also referred to as the bitflip pattern. Authors in [BCK18a] proved that the two
elements (Hy?, |y|) are sufficient statistics for the optimal estimation of the bitflip pattern e®
and are, by definition, independent of the transmitted codeword ¢ when employing a BPSK
modulation. A schematic representation of this decoding paradigm is shown in Figure 4.3.
This implies that (i) optimal decoding can be achieved with this framework, and (ii) training

can be carried out using noisy observations of a single codeword.

y Traditional 4 Hy® Model-free b
— ~ é
Decoder ly| Decoder

Figure 4.3: Equivalence between traditional decoding (left) and the model-free approach
(right) as presented in [BCK18a] for a BPSK modulation scheme. The estimated bitflip
pattern & is used to correct the hard-decision vector y®.
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Although originally designed for a BPSK modulation, the extension of the results of
[BCK18a] to a QPSK scenario can be done readily by decomposing y into its real and imag-
inary parts (Re(y),Im(y)), and then extracting the absolute value and syndrome associated
with the serial concatenation of both the real and imaginary components.

4.2.2 Model-free decoding for higher-order BICM

In this section, we present our proposed model-free decoder for higher-order modulations,
which is an extension of the decoding framework of Chapter 3. To this end, we suggest
using the decoding architecture of Figure 4.4. Let C be an (n, k) linear block code defined
by its generator and parity-check matrices G and H, respectively, and let I’ denote the hard
decisions associated with the deinterleaved LLR vector . The proposed decoder maps each
received LLR sequence I into an estimate of the original message @ as follows:

(i) The deinterleaved LLR sequence ! delivered by the demodulator undergoes a pre-
processing stage that extracts the syndrome of its associated hard decisions (i.e., H lb),
and the absolute value of each component (i.e., |l|), also referred to as reliabilities.

(ii) A primary estimate of the message @ is then obtained through the pseudo-inverse of
the LLR hard decisions 1 as follows:

L

@ 2 pinv (1Y), (4.8)
where pinv(-) corresponds to a pseudo-inverse of the code C such that, for every valid
codeword ¢ = G'u, it holds that pinv(c) = u. Observe that if a realization of the LLR
vector has suffered a sign change, i.e., I’ # ¢, then the auxiliary message sequence @
might also contain errors. Observe also that, in the special case of a systematic code
where the first k& bits in the codeword correspond to the information bits, a simple
pseudo-inverse corresponds to extracting the systematic bits, i.e., pinv(c) = Ac where:

A= [Ik ‘ Ok,nfk ] . (49)

(iii) The two inputs (|I|, H1") are fed to the message bitflip estimator, which outputs a vector
é,, with positive values in positions where a bitflip occurred in @ and negative values
otherwise. The bin(-) operation converts the real values into binary as follows:

(4.10)
(iv) Finally, &2 is used to correct @ of (4.8) and obtain the estimated message @ = @ @ &2,

This decoding layout is also referred to as SBND, as in Chapter 3. This is because even if
bit-interleaving is added to regain the necessary symmetry properties, the decoder’s structure
remains essentially the same as before, and this version can be straightforwardly applied to
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the BPSK scenario. It is worth mentioning that the design and training of the message bitflip
estimator will be tackled in the upcoming sections.

:

pinv

m Message | o &b
. bitflip bin H—e

1] estimator

1

|

abs

Figure 4.4: Proposed architecture for the channel decoder in a BICM scenario. No assumption
has been made so far regarding the implementation of the bitflip estimator.

4.2.3 Comparison with related works

The hereinbefore proposed decoder, which extends the framework proposed in Chapter 3
to admit higher-order modulations, improves on that in previous works [BCK18a; CW22a;
CW23; KP20; Par+23] in three different aspects.

First, it exploits the previous improvement suggested in Chapter 3 seeking to estimate
the bitflips induced by the channel on the message bits u instead of on the whole codeword c.
The improvements entailed by this feature are two-fold. On the one side, since the objective
function to be optimized is the BEP defined as per (1.27), restricting the loss function to
the message u instead of the whole codeword ¢ allows to disregard error events on the n — k
parity bits and reduces the decision space dimension from n to k. On the other side, the
present decoder structure discards error events in which the obtained denoised codeword is
not a valid codeword, i.e., does not belong to the code.

Second, as in Chapter 3, the proposed decoder is directly applicable to non-systematic
codes, without the need to apply a linear transformation to obtain the estimated message 4
from the estimated codeword ¢. The pseudo-inverse introduced in the proposed decoder is
such that the neural network estimates the bitflips present in an artificial variable that has
already addressed the codeword-to-message operation.

Third, the proposed decoder generalizes the structures of previous works [BCK18a;
CW22a; CW23; KP20; Par+23] and Chapter 3 from a BPSK-specific decoding system to
a decoder suited for arbitrary higher-order modulations by considering the LLR vector I in-
stead of the received noisy symbols y. This is the aspect studied in this Chapter. As we show
in Section 4.3, the proposed decoder can achieve optimal decoding for the BICM scenario in
the sense that it can approximate the MAP decoder. However, the theoretical analysis of the
proposed decoder is more involved than in the case of a BPSK modulation scheme.
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4.3 On the optimality of SBND for BICM

In the following, we prove that the suggested decoder can allow us to approximate the MAP
criterion for the specific case of BICM. Besides, we discuss the design of the training dataset
and derive a training strategy for the message bitflip estimator of the decoder. It is worth
mentioning that, for space limitations, we perform the analysis only for the 8-PSK and 16-
QAM constellations depicted in Figure 4.5. However, the analysis can be carried out similarly
for arbitrary M-PSK and M-QAM with Gray-labelling.

% %
00.00 01.00 11.00 10.00
11 1
0 0 Zo T4 xg Z12
010 T2 101 000 0001 0101 | 1101 1001
T3 o 36.1 96.5 96.9 16.13
R B

T4 X7 00.11 01.11 11.11 10.11

110 100
T5 | T i) L6 10 T14
111 01 0010 0110 | 1110 1010
€3 x7 r11  T15

Figure 4.5: Constellations for 8-PSK (left) and 16-QAM (right) modulation schemes.

4.3.1 LLR expressions for 8-PSK and 16-QAM

Since the proposed decoder is based on the received LLR, let us start by giving approximate
closed-form expressions of the received LLRs as a function of the received signal y, for every
bit position of the constellation. The closed-form expressions hereafter are based on the
approzimate LLRs that are obtained as follows. Let s € [1 : m] be the index of a bit position
in the constellation labeling and let y be a received noisy symbol. We can write that

1y) =tog( Y Prix(vlo)) - loe( 3 Prix(ula)) (4.11)

reXS reX;
~ log (?é%?j PY|x(y!ﬂ?)> — log (?é%?f PY|x(yw)> (4.12)
1, .
= —5 (min [ly — 2[|* = min [ly - 2|1%) (4.13)
1 0
. 2 . 2
= —xf|” - - 414
v (i [y — 2l” - min lly — =), (4.14)

where X (resp. A7) is the set of symbols of the constellation for which the s-th bit is equal
to 0 (resp. to 1), and where v £ 1/52. Note that these approximate LLR expressions are tight
for moderate to high SNRs.
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Lemma 4.2 (LLRs of an 8-PSK with Gray labeling). Under the Gray mapping of Figure
4.5, the approximate LLRs for each of the three bit-positions of an 8-PSK are given by:

L(y) = dyalm(y) if [Im(y)| < [Re(y)|
2v/2y sign(Im(y)) (BIm(y)| — [Re(y)|) else,

b(y) = 4yaRe(y) if |Re(y)| < [Im(y)|
2v/2y sign(Re(y)) (BIRe(y)| — a|Im(y)|) else,

)
l3(y) = 27(8 — ) ([Im(y)[ — [Re(y))),

where o = sin(/8) and B = cos(r/8).

Proof. The proof is given in Appendix C.1.1. O

Lemma 4.3 (LLRs of a 16-QAM with Gray labeling). As for the 16-QAM, under the Gray
labeling of Figure 4.5, the approximate LLRs for each of the four bit-positions are given by:

—27ydRe(y) if [Re(y)| < d
hly) = 4.
v {—Q’Yd sign(Re(y)) (2[Re(y)| — d) else, (4.15)
2ydIm(y) if Im(y)| < d
aly) = 4.
) {27d sign(Im(y)) (2/Im(y)| — d) else, (4.16)

l2(y) = 2vd(|Re(y)| — d), (4.17)
)

la(y) = 2vd([Tm(y)[ — d), (4.18)
where d is the minimum distance of the constellation and is given by d = /2/5.
Proof. The proof is given in Appendix C.1.2. O

The expressions herebefore stated will allow us to characterize each of the channels relating
the reliabilities |I] and hard LLRs I° to the transmitted codewords ¢, which is crucial to analyze
the optimality of the decoder and justify the design of the training set of codewords.

4.3.2 Optimality for BICM scenario

In the following, we seek to show that for the BICM scenario, provided that the message bitflip
estimator of Figure 4.4 is properly designed, the proposed decoder can achieve performances
that are close to the MAP decoder.

In order to prove that the proposed decoder is optimal for the BICM scenario, we need
to characterize the channel distribution PLb‘C. To this end, let us consider the 16-QAM and
8-PSK constellations with Gray labeling shown in Figure 4.5. The following result allows us
to characterize the channel PLb|C.
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Theorem 4.1 (Bit-LLRs binary channel model). For all 1°,¢ € {0,1}", the following holds:

n
Proc(le) = [ Prejc(@le). (4.19)
i=1
Besides, for the 8-PSK and 16-QAM under Gray labeling, the channel Pry o can be approzi-
mated by:

I'=Ca&E’ st E""% Bern(q), (4.20)

1 m
where E° is independent of C and ¢ & — Pry(1]0).
s 2 Panc(1l0)

Proof. The detailed proof is relegated to Appendix C.2, yet, an outline of the proof is given
below. First, by Lemma 4.1, the channel Ppc is memoryless, hence, the channel PLb‘C is
also memoryless. Next, given the LLR expressions in Lemmas 4.2 and 4.3, then Ppy(1]0) =
Ppryc(0[1) (for all SNR for the 8-PSK, and for intermediate to high SNR for 16-QAM). This
allows us to state that the binary channel relating C' to L? can be approximated with a Binary
Symmetric Channel (BSC) and, therefore, admits an equivalent additive binary noise model
as in (4.20). O

Note that, unlike the involved proof needed for higher-order modulations, this Lemma
can be proved easily for BPSK and extended to QPSK modulations recovering the results of
Chapter 3.

Having characterized the binary channel relating C to L® as a memoryless BSC, we state
the main result that proves the optimality of the proposed decoder for the BICM case.

Theorem 4.2 (Sufficient statistics). Considering the BICM scenario, and the result of The-
orem 4.1, then for all €%, € {0,1}* and I € R", we have that:

Py p(€ull) = Py ) s (€] 1], HY). (4.21)

Hence, it follows that:
PE3’i|L(€Z,i’l) = PEﬁyi\ |L|,HLb(€Z,z” 1], H1%). (4.22)
Proof. The proof is relegated to Appendix C.3. O

This result allows us to state that, in the case of BICM, the posterior distribution of the
message bitflips ez given the received LLR [ is indeed equal to the posterior distribution of
the bitflips e’ given only the reliabilities and syndrome (|I|, HI®). As such, the quantities
(||, HI®) offer sufficient statistics for estimating e?. Thus, provided that the message bitflip
estimator yields a good approximation of the posterior distribution PEZ ||L|,HLY the proposed
decoder will be close to the optimal.
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4.3.3 Training set design

The performance of the proposed decoder depends on the capacity of the message bitflip
estimator in Figure 4.4 to yield a good approximation of the posterior distribution PEZ ||L|,HLY
or rather the argmax of said posterior. In this work, we choose to implement the message
bitflip estimator using neural networks since they are well-known and powerful universal
approximators [HSW89]. The training loss is set to be the binary cross-entropy which will
further ensure that the soft output of the neural network converges to the desired posterior
distribution, provided that the training dataset is properly designed to prevent overfitting.

Let us now analyze the design of the training dataset. A key implication of the result of
Theorem 4.2 when applied to the case of low-order constellations, namely BPSK and QPSK,
is that the quantities |I| and HI® are invariant to the transmitted codewords ¢, reducing
thus the training set to only one codeword ¢ (for instance the all-zero codeword) as shown
in Chapter 3. This feature is key to the scaling capability of syndrome-based decoders for
BPSK and QPSK since it alleviates the necessity to train over the whole set of all 2* possible
codewords c.

For higher-order modulations such as the 8-PSK and 16-QAM, while the syndrome H1°
is independent of the transmitted codeword ¢ in a BICM scenario, the reliabilities |I| are not
—they depend on the transmitted symbols . However, some invariances can be identified,
which will allow for the reduction of the training dataset to fewer codewords than the whole
codebook. The following result describes the invariances of these reliabilities.

Lemma 4.4 (Invariances of the reliabilities [l|). Lety € C be a noisy received symbol such that
y =z +w where x is the transmitted symbol in a given constellation and w is a realization of

a CN(0,0%1) AWGN. Given the LLR formulae in Lemmas 4.2 and 4.3, the following holds.

1) For the 8-PSK of Figure 4.5 and all s € [1 : m], there exists a realization of the AWGN
w’ such that Py (w) = Py (w') and

()] = |ls(zo + w')| or [ls(y)] = [ls(z1 + )], (4.23)
where xg and x1 are as depicted in Figure 4.5.

2) Similarly, for the 16-QAM constellation of Figure 4.5 and all s € [1 : m], there exists a
realization of the AWGN w' such that Py (w) = Py (w') and

s (y)| = |ls(zo + )|
or [ls(y)| = [ls(z1 + w/)’
or |ls(y)| = [ls(za +w")], (4.24)

where xg, x1, x4 are as depicted in Figure 4.5.

Proof. The proof is relegated to Appendix C.4. O
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The main implication of this result is that, although the reliabilities |/s(y)| depend on the
transmitted symbol z, they have inherent symmetries that allow all possible values of |I(y)]
to be readily observed from only a reduced set of representative symbols (for instance xy and
x1 for the 8-PSK) with the same probability.

In the absence of the linear block code, i.e. kK = n, the present result allows to reduce the
set of all possible training symbol sequences & from 8" to 2’ for the 8-PSK, and from 16™ to
3" for the 16-QAM, which reduces greatly the number of symbol sequences to be seen during
training. However, the gain in the case of a (n, k) linear block code is more challenging to
assess analytically due to the intricate dependence on the code structure as not all symbol
sequences a are possible.

Yet, in light of this result, we can readily infer that the choice of the all-zero codeword
training strategy would allow us to see only one statistic of the reliabilities |l/s| throughout the
training (that of xy for the 8-PSK for instance), which would lead eventually to overfitting.
A first improvement of this strategy would consist in selecting a unique training codeword
constrained to a Hamming weight as close as possible to n/2. This would allow us to see, at
each bit position 7, more possible statistics of the reliabilities |/s|. In the following numerical
simulations, we will employ a randomly generated batch of codewords at each training epoch,
which ensures a maximum variety of reliability combinations for each bit position. Nonethe-
less, with respect to the code lengths we employ during the simulations (n > 63), the number
of codewords transmitted during training is but a negligible fraction of the total number of
possible codewords.

4.4 Experiments

Code Rate Mod. Training Ejp/No RNN ECCT r-ECCT
BCH (63,57) 0.90
6dB
BCH (63,51) | 0.81 a=5 | d =128 | d. =128
8-PSK dy =5 N =10 N =10
BCH (63,45 0.71 =912 — 98 — 99
( ) 5dB b.s. =2 b.s. =2 b.s. =2
BCH (63, 39) 0.62
Polar (64,48) | 0.75 6dB
Polar (64, 32) 0.50 5dB a=>5 de =128 de =128
Polar (64,22) | 0.34 | 16-QAM di=5 N =10 N =10
b.s. =212 | bs. =28 | bis. =29
Polar (128,96) | 0.75 6dB
Polar (128,64) | 0.50 5dB

Table 4.1: Summary of the hyperparameters used in each simulated scenario, along with the
approximate number of weights that configure each NN architecture.

In this section, we present the decoding performance of our proposed decoder from Section
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4.2.2 with two different families of codes, namely BCH and Polar codes, each with different
sizes and code rates. To this end, we implement the three main architectures from Sections
3.1.5 and 3.2.2 of Chapter 3 (namely, RNN, ECCT and r-ECCT) using TensorFlow [Mar-+15]
along with the Keras API [Cho+15]. We resort to the binary cross-entropy as a training loss
function defined for e = {e; }1<;<r and & = {&; }1<;<i as follows:

k
Lpcr(e, ) = Z(eibg(éi) + (1 —ei)log(1 — éi))? (4.25)

=1

where e is conventionally the true value (or ground truth) and é denotes the NN-estimated
value. As for the input vector of the NN, i.e., (|I|, HI%), we normalize the reliabilities |I| by
multiplying them by a factor of 02 to render the input range less dependent on the SNR.
We observed that this normalization operation yields a better generalization capability of the
message bitflip estimator for a wide range of SNRs, and does not carry any further knowledge

assumption as o2

is already considered known to the demodulator. Regarding the output of
the NN, we fix the last dense layer of every architecture to be linear to mimic LLR values.
As such, a sigmoid function is applied to the estimators’ outputs before computing the binary
cross-entropy loss. Another possibility would be to select the sigmoid as the final activation
function and use a 1/2-threshold to convert to the binary domain. For reproducibility, the
architecture and training hyperparameters employed are summarized in Table 4.1, and a

complexity summary is presented in Table 4.2.

Figures 4.6 and 4.7 display the BER performances of several BCH codes using an 8-
PSK modulation scheme. The SBND approach of section 4.2 is implemented using the three
studied architectures. As a lower bound on the BER of the proposed decoder, the ML bound
of Section 1.4.3 is derived as in [TV11], using an OSD [FL95] of sufficiently high order (2 or 3,
depending on the code), through the following process. Whenever a decoding failure occurs
for the OSD, we assess whether the decoded codeword is more likely than the transmitted one.
Should this be the case, it implies that even an ML decoder would have produced a decoding
error. This algorithm yields a lower bound on the error probability, yet in our scenarios, it
closely aligns with the performance of the OSD when a sufficiently high order is selected.

For the BCH (63,57) and (63, 51), all architectures displayed optimal and close-to-optimal
decoding performances, respectively. Across all cases, particularly for the most challenging
codes, such as BCH (63,45) and (63,39), the RNN-based architecture exhibited the best
decoding performance, closely approaching that of the ML decoder for the considered codes.
However, as discussed in Section 3.2.3, this architecture is also the most complex since its
number of parameters increases with the input size 2n—k. The hyperparameters of the ECCT
were fixed across all codes to maintain a constant number of weights, with a batch size set to
28, As for the proposed architecture, the r-ECCT outperformes the ECCT when applied to
lower rate codes, while employing only 10% of the total number of weights. This improvement
can be partially attributed to the smaller architecture, which allows for an increase in the
training batch size to 2%, enabling a more precise gradient calculation.

Figure 4.8 shows the BER performances of each architecture for three Polar codes with
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Code WgnN | Wecer | Wrgcer

BCH (63, 57) 3.3M

BCH (63,51) 3.9M N 500k
BCH (63,45) 4.5M

BCH (63, 39) 5.2M

Polar(64,48) | 4.4M

Polar (64, 32) 6.4M

Polar (64, 22) 7.8M 2M 200k
Polar (128,96) | 17.8M
Polar (128,64) | 25.5M

Table 4.2: Summary of the hyperparameters used in each simulated scenario, along with the
approximate number of weights that configure each NN architecture.
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Figure 4.6: BER comparison for two BCH codes of sizes (63,57) (dashed lines) and (63,51)
(solid lines) and an 8-PSK modulation scheme using the SBND, employing the three consid-
ered architectures. The ML curve was computed using an OSD of order 2.
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Figure 4.7: BER comparison for two BCH codes using an 8-PSK modulation scheme, em-
ploying the three considered architectures. The ML decoder curves were computed using an
OSD of order 3.

n = 64 and k = {48,32,22}, employing a 16-QAM modulation scheme. In this case, even
though the lower-rate codes are harder for the network to learn, the performances of the NN
decoders are considerably closer to those of the ML decoder than those of the BCH. Due to
its high-density nature, the latter code is usually considered harder for deep learning-based
solutions [BCK18a; CW22a; NBB16; NW21]. Hence, it can be observed that the SBND
approach applied to Polar codes displays error rates closer to the ML decoder. For this
reason, Figure 4.9 exhibits the BER performances of two larger Polar codes, of sizes (128, 96)
and (128,64). As in the previous examples, for the same value of n, higher-rate codes are
more easily learnable by the SBND, with the three architectures producing very similar error
curves that approach the ML decoder for the Polar (128,96). With k = 64, however, a larger
gap appears between the optimal decoder and the SBND.

Last but not least, we analyze in Figure 4.10 the effect of the training dataset design
—in the light of the analysis of Section 4.3.3— by comparing three training dataset design
strategies: (i) the common all-zero codeword training strategy of [BCK18a] and Chapter 3; (ii)
a codeword with Hamming weight equal to n/2 termed equilibrated codeword; and (iii) random
codeword generation for every sample. It can be seen that, as expected, the all-zero codeword
is detrimental to the learning capability of the NN, while the equilibrated codeword allows
it to achieve satisfactory performances. However, the better strategy remains the random
codeword generation, and as such, was adopted through the numerical analysis herebefore.
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Figure 4.8: BER comparison for three Polar codes of sizes (64, 48) (dash-dotted lines), (64, 32)
(solid lines), and (64,22) (dashed lines), and a 16-QAM modulation scheme, employing the
three considered architectures. The MLB curve was computed using an OSD of order 3.
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Figure 4.9: BER comparison for two Polar codes of sizes (128,96) (dashed lines) and (128, 64)
(solid lines), and a 16-QQAM modulation scheme, employing the three considered architectures.
The MLB curve was computed using an OSD of sufficiently high order.
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Figure 4.10: BER comparison for a Polar code of size (64,32) using a 16-QAM modulation
and an RNN architecture. For training, the three considered types of codeword generation
were employed.

4.5 Discussion: SBND for a generic CM scenario

Throughout the present Chapter, the BICM scenario has been extensively investigated, both
analytically and numerically. However, under a generic CM scenario, the channel relating
the codeword ¢ to the received LLRs [ is no longer fully memoryless in that: (i) each of the
coded bits ¢; experiences a different channel statistic that depends on its position s € [1 : m]
in the labeling of the constellation; and (ii) the channels experienced by each of the bits
ci & (Cfifm]>*** > C[i/m]+m—1) corresponding to the same symbol x;/,,) are no longer parallel
and independent as in Figure 4.2. As such, (4.3) writes as

/

Pric(lle) = [ Pru....tonicn,oom (ilei), (4.26)
i=1
where I; £ (Lrifm1s 5 Ufijm]+m—1)- Hence, the results of Theorems 4.1 and 4.2 do not hold

anymore, rendering the proposed decoder suboptimal with respect to the MAP rule in (1.36).
This feature, however, is frequent in other decoding algorithms that rely uniquely on the
reliabilities and syndrome of the received LLRs values to produce an estimate of the message
bits, such as the LLR-based OSD [FL95], or an estimate of the message bitflips such as
ORB-GRAND [DAM?22].

Figure 4.11 shows the performance comparison of the proposed decoder for a BICM and
generic CM scenarios under an 8-PSK modulation scheme. Therein, we can observe that
final performances are practically equivalent between both settings. Although we cannot
prove analytically that the proposed decoder approaches the MAP decoder for a generic CM
scenario, as we were able to do with the mathematical model of BICM, it still allows for
competitive performances with existing decoders (e.g., OSD) that consider the same inputs
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(reliabilities and syndrome).
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Figure 4.11: BER comparison for a BCH code of size (63,45) and an 8-PSK modulation
scheme, employing the three considered architectures. Solid lines denote the BICM scenario,
whereas dashed lines represent the generic, non-interleaved CM layout.



Conclusion and future work

Synthesis of the work

In this Ph.D. thesis, we have explored machine learning-based solutions for channel decoding,
which constitutes a critical area in next-generation communication systems, such as Machine-
to-Machine (M2M) type communications. In this scenario, we seek ultra-reliable low-latency
communications (URLLC), which call for shorter block lengths than those used in other
applications. Classical decoding methods often rely on asymptotic behavior and fail to provide
optimal solutions for short block lengths, and optimal decoders are usually very complex. At
the same time, data-driven solutions rapidly meet the scalability problem, where codes with
block lengths larger than a few tens of bits involve intractably large neural-based architectures
and training. This work undertakes this problem, proposing solutions to take a step further
toward realistic implementations of low-complexity and competitive machine learning-based
decoders.

After providing the reader with a brief introduction to channel coding and linear modula-
tions in Chapter 1, we presented Support Vector Machines (SVM) in Chapter 2 and introduced
a novel bit-wise approach, which greatly reduces the decoder’s complexity compared to previ-
ous SVM-based solutions. We further developed our study to prove the equivalence between
the proposed decoder and the Maximum Likelihood (ML) decoder under an Additive White
Gaussian Noise (AWGN) channel. Simulations over short BCH and Polar codes verify our
findings and the importance of properly selecting the optimization hyperparameters.

In Chapter 3, we presented a novel message-oriented decoding framework that builds upon
previous works and employs Neural Networks (NN) to estimate the positions in the message
that suffered bitflips. This approach gained popularity in the past few years due to its scala-
bility properties, as the decoder can be fully trained on a single codeword (for example, the
all-zero codeword). Our approach’s novelty lies in its focus on the information bits rather
than the entire codeword, which translates into a significant performance improvement and
direct applicability to non-systematic codes. Next, we confronted the network size problem
by presenting a low-complexity version of an existing transformer-based architecture, which
maintains performances with only a fraction of the number of weights. Finally, we addressed
a previously unexplored area by conducting a study using information theory-based metrics
to analyze the impact of the parity-check matrix on the decoder’s training and performance.
We proposed an algorithm that adapts the parity-check matrix accordingly, which results in
significant performance improvement and smoother training, without employing any addi-
tional computational power in decoding. All the results are supported by specific simulations
addressing each contribution separately.

In Chapter 4, we adapted the decoding framework of the previous Chapter —which is
specific to Binary Phase-Shift Keying (BPSK)— to make it applicable to higher-order mod-
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ulations, such as Phase-Shift Keying (PSK) and Quadrature Amplitude Modulation (QAM).
For this purpose, we resorted to Bit-Interleaved Coded Modulations (BICM) to regain the
necessary symmetry properties to analytically prove the decoder’s optimality. The same con-
tributions from the previous Chapter were included in this study. Even though we lost the
single-codeword training property, a discussion on the training set is carried out, and the sim-
ulations, including various Polar and BCH codes, corroborate the decoder’s performance and
scalability properties.

Perspectives

Since the interest in machine learning applied to channel coding was renewed less than ten
years ago [BCK18a; Gru+17; NBB16], the related research has consistently pushed the bound-
aries of high-performance and low-complexity decoders. In this thesis, we have attempted to
do the same. Additionally, we identified the following research axes that were not included
in this thesis, and could be explored in subsequent studies.

SVM training set reduction. Even if our proposed solution has the lowest complexity
compared to those in previous works, the dataset size still carries an exponential growth,
as the SVM classifier needs at least one sample for every possible codeword to produce the
decision functions. SVMs have the property of only employing a small subset of the training
samples —the so-called support vectors— to decide whether a sample belongs to a class or
not. This property could be capitalized to reduce the training dataset to only the necessary
codewords. Future studies may consider exploiting the structure of the error correction code
in order to generate an SVM-based decoder that does not need a dataset composed of all the
different codewords, but rather a small subset that may vary for every bit position.

Model-free and model-base convergence. The main difference between the two
scalable neural-based approaches lies in the fact that the model-based network architecture
is specific to a code (given by its Tanner graph), while the model-free has an independent
structure. While this independence enables the use of more advanced deep learning-based
methods, future works may explore how to exploit the code’s structure in order to produce a
hybrid approach that can reduce the number of weights in the network (e.g., by eliminating
connections between independent nodes), while maintaining the learning potential of the
model-free approach. We have already seen a glimpse of this phenomenon in the attention
blocks of the ECCT and r-ECCT, which employ a mask that depends on the parity-check
matrix. This does not result in a lower NN complexity but nonetheless uses the code’s specific
properties —in this case, the parity-check matrix— to orient the network’s optimization
process.

Effect of the training SNR. In this thesis, many network and training hyperparameters
were selected ad hoc, e.g., the network size, activation functions, training SNR, learning rate,
batch size, etc. Most of these parameters have an understandable impact on the optimization
process and are shared with many other machine-learning applications: the network size
impacts the learning potential, the learning rate changes the training time but can cause the
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optimization to diverge, the batch size influences the gradient computation and the training
time, etc. In particular, the SNR proved to have a massive impact on the decoder’s final
performance, and it was very hard to predict the value that would yield the lowest error
rates beforehand. Future works may study how to select the training SNR to simultaneously
optimize the decoder’s performance and generalization to all noise regimes, minimize training
time, and avoid the grid-search that presently configures the SNR value selection process.

Autoencoders for end-to-end optimization. Thus far, we have worked exclusively
with systems that decode already existing channel codes, such as Polar and BCH codes.
However, further studies could explore employing autoencoders in order to simultaneously
produce encoding and decoding functions that are optimal for the particular application.
Autoencoders —such as Variational Autoencoders (VAE)— work by contracting the input
space into a smaller representation that captures the main features of the input, followed by
an expanding decoder to recover the original message. This framework should be inverted in
order to resemble the channel encoding-decoding process.






APPENDIX A

Optimality of the SBND

In this Appendix, we prove the sufficient statistics theorem for the SBND framework, i.e.,
that using the absolute value |y| and the syndrome Hy® does not incur any loss of information
with respect to the actual signal y when computing the posterior probability. Intuitively, this
means that the value of w that maximizes the posterior probability PU|Y(u|y), is also the
value that maximizes Pgo ||z pz0(u ® @ | lyl, Hy").

A.1 Proof of Theorem 3.2

Let us start by recalling the two claims of Lemma 1 in [BCK18b], regarding the framework
of section 3.1.3. The proof is also added for self-containedness.

Lemma A.1. Considering the framework from Section 3.1.3, the following claims hold:

1. There exists a matriz A with dimensions k X n such that Ac = w for all possible
u € {0,1}* and its corresponding c through the code C, that is, f(c) = Ac is a pseudo-
inverse for C.

2. Given a matriz B = [HT, AT]T, then B has full column rank and is thus injective.

Proof. Part 1 of the lemma follows from the properties of linear codes: its generator matrix

G has full row rank and satisfies ¢ = GTu. Therefore, we can define A to be the left-inverse

of GT, and thus Ac = (GT)f GTu = u.

For part 2, let us start by assuming, without loss of generality, that H has full row rank
(the linearly dependent rows are removed from the matrix). Then, the right-inverse of H
exists and is denoted H;iglht, of dimensions n x (n— k). Consider the following matrix product
of two n X n matrices:

H On—kkr Tnk
B-[GT, Hygl = ' [GT Hr_iglht] = ”71 ’ (A1)
A Ik? AHright
where HGT = 0 follows from the properties of generator and parity-check matrices, and
equalities H Hr_iglht = I,_ and AGT = I,, follow from the definitions of said matrices. The
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resulting matrix has rank n (due to the identity matrices) and thus B must have rank n as
well. O

Now, we need to provide a second result. Consider the following Lemma.

Lemma A.2. For the random vectors Y, U and U defined as in Section 3.2.1, the events
E={U=U|Y =y} and & ={U U =ud u|Y =y} are equivalent.

Proof. Considering that Y = y and that @ is a deterministic function of y, it is trivial that
&1 implies &. Additionally, since @ @ @ = 0, then U @ U ® U = U. Therefore, the event &
allows to unequivocally restore U, and thus implying &;. 0

With these two results, we can proceed to prove Theorem 3.2.

(a) -
Pypy (uly) = PU@U|Y(U duly)

(b) - b
= Ppo |z yr(u @]yl y’)

(o) _
= Ppo | |z.5v0(w @ |yl By")

(d) )
= P |\z).my?.ayr(w @ @yl Hy', Ay®)

© . b o4.b
= Ppo\z,12b acoaz (U O Ul |yl Hy’, Ay’)

) i .
= Ppvi1z1n20 00420 (0@ Tl |yl Hy', Ay”)

(9) -

= Eg||Z|,HZb(u@U||y|,Hyb)- (A.2)
To obtain (a), we used Lemma 2. In (b), we used the definition of E? and decomposed the
variable Y into its module and binary hard-decision, where |Y'| = |Z| by (3.5). In (¢) and
(d), the second claim of Lemma 1 was employed. In (e), we expressed Y as C @ Z°, and
exploited the validity of the codeword C':

HY'=H(C@® 2z = HZ". (A.3)

The pseudo-inverse AC = U was employed to obtain (f). Finally, (¢) made use of the
following result:

El =U o AY?®
U@ ACo Z° (A.4)
=UoUa AZ" (A.5)
=AZ" 1 Ug AZ, (A.6)

where L indicates independence between two random variables and U; ~ Ber(1/2) Vi =
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{1,...,k}. Given that U ® AZ b is independent of EZ, it can be removed from the conditional
probability expression. This concludes the proof of Theorem 3.2.

A.2 Proof of Lemma 3.1

In this section, we will prove Lemma 3.1, which is a continuation of Theorem 3.2, where we
specify the mathematical expression for the argmax of the posterior probability Pyy (uly).
Let us start by applying Bayes’ formula on the posterior probability:

Py (ylu)Pu(u)
Py (y)

Pypy (uly) = (A7)
Now, recall that a uniform source is supposed, and thus Py(u) = 27%, Va € {0,1}*. Addi-
tionally, u = ael, as per (3.20). Finally, consider that Py (y|u) = Py|x(u)(y|x(u)), where
x(u) is the BPSK-modulated codeword corresponding to the message u, i.e., x = 1 —2u. All
these things considered, let us now rewrite the posterior probability:

—k
Pululy) © e (gl — (1 - 267 @ b))
O o (- X (7 - 2026 @ ) + (126" s 7))
=1
© Py?y) exp (—2;2 (n + Z y? — 2y;(1 = 2[GT (a @ eZ)h)))
=1
@ C 1 " 1 & ~
2 e (g (nr ) e (s w26 @e ).

where for each step, the following elements are used:

_ lly—=(w)|?

1 20

(a) The pdf of the Gaussian channel is inserted: Py y(ylu) = [k

(b) A constant C' = ﬁ is defined, and the norm is developed. The notation [G” (& ®
e?)]; denotes the ith element of the vector resulting from the operation G” (& @ €%)).

(¢) The BPSK modulation is exploited, where (1 — 2[GT (@ @ €2)];)?> = (£1)?> = 1, and
hence }°i' 1 1 =n.

(d) The terms in the exponential are regrouped in order to separate the ones that depend
on u from the independent ones.

Next, we apply the argmax operation, which allows us to remove the multiplicative elements

1 no2
that do not depend on the optimizing variable. Considering that PYCEy)e 7 (i) S
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is independent from w, and that @ is a deterministic function of y, we have:

argmax PU|y(u]y) = argmax Z yi(l — Q[GT(ﬁ ©® 62)]1‘)
u b

€y =1

= argmaxz yi(1 — Q[GT'& @ GTGZ)]Z‘)

el =1

= argrbnaxzn: yi(l — Q[GTﬁ]i)(l — Q[GTBZ]i)

27 =1

— argmax 3" (1~ 2067 a]) — 29:(1 — 2067w )G el

€y i=1

= argmax Z —2;(1 — 2[GTa);)[GTel);

b .
€u =1

= argmin Y yi(1 - 2GTa))[GTeq)s

e, =1
= argmin Z yi(l — Q[GTpinv(yb)}i)[GTeZ]i, (A.8)
e, =1

where basic mathematical operations were employed, and the terms independent from eZ were

removed from the argmax, which was finally transformed into an argmin problem to resemble
the OSD decoding procedure (which seeks to minimize the sum of the absolute value of the
log-likelihoods of the bits that are flipped by the decoder). This yields the expression (A.8),
which is independent of u as proved in Theorem 3.2. This concludes the proof.

Observation A.1. (A.8) depends on the generator matrix G instead of on the parity-check
matrix H. This does not entail any problem, given that, as seen in Section 1.1.3, the generator
matrix can be computed using the parity-check matrix.



APPENDIX B

Parity-check matrix analysis

In this Appendix, we provide the mathematical proof for the two results needed for Section
3.2.4, where the influence of the parity-check matrix is studied.

B.1 Proof of Theorem 3.3

Let H denote a valid parity-check matrix of size n — k x n for the code C, i.e., ¢ € C if and
only if Hc = 0. The MI between the bitflip pattern and the syndrome can be expressed as
follows:

I(E;S)=H(S)— H(S|E) =H(S), (B.1)

=0

where H denotes the entropy and where we have used the fact that knowledge of the noise
pattern provides full knowledge of its syndrome, and thus the conditional entropy H(S|E) is
null. The same is valid for S. Next, let e; and es represent two different bitflip patterns that

belong to the same coset of H, i.e., He; = Hes = s. We then have that:
H(ei1 dezx)=sds=0. (B.2)

Consider now a different parity-check matrix H. Because they are both valid parity-check

matrices for the code C, they must share a kernel space, i.e., ker(H) = ker(H). Hence, due
to the result in (B.2), we can deduce that:

f](el@ez):flel@f[egzé'l@ézEO, (B3)

and thus §; = §5. This demonstrates that the coset distribution within a code remains
unchanged regardless of the parity-check matrix employed. Thus, it follows from the definition
of the entropy of a random variable that:

H(S) = H(S), (B.4)

and consequently I(E;S) = I(E;S) as per (B.1). The MI is thereby proven to be invariant
with respect to the choice of the parity-check matrix. This concludes the proof.
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B.2 Proof of 3.2

For a bitflip vector E = (Fy, Es, ..., E,,) and a syndrome S = (51,59, ..., Sp—k), we have for
ie{l,.,n}and je{1,...,n—k}:

I(E;; S;) = H(S)) — H(S;| o). (B.5)

Observe that, if H;; = 0, then S; and E; are independent and thus H(S;|E;) = #H(S;), which
yields an MI equal to 0. In the following, we consider only the case where H;; = 1. Let
N; denote the number of ones —or weight— of the jth row of the parity-check matrix H.
Additionally, if Vi € {1,...,n}, E; follows an independent Bernoulli distribution with bitflip
probability p, then P(S; = 0) is equal to the probability of getting an even number of ones
over N; realizations of a Bernoulli random variable with the same flip probability p. That is:
11 N a

P(S;=0) = 5 + 5 (1 - 2p)" 2 E(N)), (B.6)
where we have wused that, after N; Bernoulli realizations with probability p,
P{even # of ones} = 1 4+ (1 — 2p)"i. Therefore, the entropy of S; boils down to:

H(S,) = HolE(N). (B.7)
where Hy(a) = —alogy a — (1 — a)logs(1 — a) is the binary entropy function. Similarly:

H(S;|E) = > P(E;=e)H(S|Ei = e)

e;€{0,1}
= (1 =p)Hp(E(N; — 1)) +pHp(1 = E(N; — 1))
=M (E(N; — 1)), (B.8)

where we have used that Hy(a) = Hp(1 — a). Finally, from (B.7) and (B.8), we have:
I(E; S5) = [Ho(E(N;)) — Hp(E(N; — 1)) L(Hy; = 1), (B.9)

where we have added the condition that the entry H;; is equal to 1. This concludes the proof.



APPENDIX C

Bit-Interleaved Coded Modulations

In this Appendix, we provide all the necessary proofs to apply the SBND approach in the
BICM communication setting of Chapter 4.

C.1 Proof of LLR expressions

C.1.1 Proof of Lemma 4.2

Before proceeding with the proof of the lemma, let us first simplify further the approximate
LLRs expression in the case of a PSK constellation. Let y € C, we have that:

Is(y) éV(gglflly—xIlQ—;gg%Hy—x!|2) (C.1)
= 27Re(y(z5(y) — 25 (y))") (C.2)
= 2’7Re(yAs(y))7 (03)

where z(y) = argmin, ¢ v ||y — z||? and 5 (y) = argmin,c s ||y — z||?, and where for ease of

notations, we introduce Ay(y) £ (x§(y) — 25 (y))*.

Next, to give analytical formulations of the LLRs of the different points y in the complex
plane, we need to derive the closest symbols z{(y) and z7(y) for each of the decision regions
of the constellation. Since the calculations are lengthy, yet easy to carry out, we will give the
detailed proof for the case s = 1, and give a summary of the proof for the other values of s.

Let us give a closed-form expression of the three I5(y), s € [1 : 3]. Figure C.la gives a set
of zones (labeled from 0 to 7) that differ in their associated hard decisions z{(y) and zf(y).
Table C.1 gives the hard decisions associated with each of the different zones, along with their
associated LLR expressions.

To end the proof for [;(y), note that zones 0, 3, 4, and 7 are defined by [Im(y)| < |Re(y)|,
and that zones 1, 2, 5, and 6 are defined by |Im(y)| > |Re(y)|. Also, observe that for zones 1,
2, 5, and 6 the expression of /;(y) can be factorized as follows

li(y) = 2v/27 (BIm(y) — asign(Im(y))|Re(y)|) (C.4)
= 2v/27sign(Im(y)) (B|Im(y)| — e|Re(y)]) , (C.5)
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(a) 8-PSK. (b) 16-QAM.

Figure C.1: Zone partitioning for the two considered constellations

Zone | z§(y) | z1(y) | Aily) li(y)
0 T T7 —2aj 4yalm(y)
1| @ | @ | V2¢7F | 2v29(—aRe(y) + flm(y))

9 T4 \/5@73‘3?7r 2v/2y(aRe(y) + SIm(y))
T3 T4 —2aj 4~vyalm(y)
x3 T4 —2aj 4yalm(y)

T3 zs | V2eIE | 2y/2v(—aRe(y) + SIm(y))
zo | ws | V2T | 2v/2y(aRe(y) + Blm(y))

0 x7 —2aj 4~valm(y)

N | O | O W N

Table C.1: Hard decisions and [;(y) for the 8-PSK.
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which completes the proof for l;(y). The expression for la(y) can be obtained easily by
swapping Re(y) and Im(y) in the expression of [;(y) given that the decision region X7 is a
simple 7/2-rotation of the decision region X, and given the invariance of the constellation
to a m/2-rotation. As for the expression of I3(y), it can be obtained easily following similar
lines as /1 (y) and is omitted here for conciseness. 0

C.1.2 Proof of Lemma 4.3

In the case of a 16-QAM, one can show that the approximate LLRs are given by:

Is(y) = 29Re(y(z5(y) — =5 (W)*) + (=5 W)* — |z§(y))
= 27Re(yAs(y)) +vds(y),

o a
e

where, for ease of notation, we further define ds(y) = |25 (y)|> — |2§(y)|?, while 25, x§ and
Ag(y) are as defined in the proof of Lemma 4.2 for the 8-PSK case. Similarly to the 8-PSK
case, we can identify 16 decision zones that differ in their associated hard decisions as depicted

in Figure C.1b.

Similarly to the proof of Lemma 4.2, we will make a detailed proof for 1 (y), and give only
the outline for the remaining expressions of l2(y), I3(y), and l4(y). Let us consider s = 1, and
let us give the expression of /;(y). Table C.2 gives a detailed expression of A1(y), d1(y), and
l1(y) for each of the 16 zones, that were further grouped to make notations more compact.

Zones Ai(y) | di(y) l(y)
0—=3 | —2d | —2d% | —2yd(2Re(y) + d)
4511 | —d 0 —2vdRe(y)
1215 | —2d | 2d® | —2vd(2Re(y) — d)

Table C.2: Hard decisions and [; (y) for the 16-QAM.

Next, noting that zones 0 — 3 and 12 — 15 are defined by |Re(y)| > d, while zones 4 — 11
are defined by |Re(y)| < d, and noting that for zones 0 — 3 and 12 — 15, we have that

li(y) = —2vd(2Re(y) — sign(Re(y))d) (C.8)
= —2vydsign(Re(y))(2|Re(y)| — d), (C.9)

which completes the proof for [;(y). From the expression of l;(y), the expression of I3(y)
follows by replacing Re(y) with —Im(y). As for l3(y) and I4(y), their expressions are easy to
obtain following similar lines as l1(y) and are omitted here for compactness. ([l
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C.2 Proof of Theorem 4.1

First, note that since each L? is a deterministic function of L, and given that Prc is a
memoryless channel, then so is PLb|C, i.e., for all l,c € {0,1}™:

Ppyo(le) HPM (1%]¢y). (C.10)

To proceed with the proof, we will first prove that Prs(0]0) = Pps(1]1). Consider the
following result:

Py (0]0) = Z Pryc,s(00, 5) (C.11)
@ m\XO\ ;mez/;s Proix,s(0]z, ) (C.12)
- mﬁ,@ S5 [ om0z ©13)
® m|Xo| le;/ Py x.5(ylz, 5)dy (C.14)

m|X0| ;zgs/ Py x (y|z)dy, (C.15)

where we define the decision region )i = {y € C,ls(y) > 0}, where I5(y) is the LLR of the
s-th bit in the transmitted symbol, and where (a) follows the uniformity of the constellation,
while (b) follows from the Markov chain C <+ (X, S) «+ L%, and (c) from the Markov chain
S+ X &Y.

Let us then consider the 8-PSK constellation with Gray mapping of Figure C.2. Taking
into account the expressions of the LLRs I5(y) in Lemma 4.2, we give in Figure C.2 the
decision regions Y§ for s € [1: 3].

Let us now consider the case s = 1. We have that X1 = —(X])* and Y} = —(Y})*.
Thus, by exploiting one of the symmetries of the normal Gaussian probability distribution
Py x(y|z) = Py|x(—y*| — =*), one can easily prove that

/ PY\X (y|z)dy = / Py x (y|z)dy (C.16)
zeX] zeXx]

Similar results can be proved for s = 2 by noticing that X2 = (X2)*, V2 = (V?)* and using
the property Py |x(y|z) = Py|x(y*[*). Finally, for s = 3, note that XS = APel™? and
V3 = Y}ei™/? along with the symmetry Py‘X(yej‘z’\:vej‘z’) = Py|x(y*|z*) for all ¢ yields the
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same result as (C.16). Hence, recalling that |X§| = ||, we have:
Puic(O0) = 23> 5 [ Py (€17)
ml x| = R
= Py x (y|z)dy (C.18)
e 3 b

Hence, for the 8-PSK, the channel Py is a binary symmetric channel, with crossover prob-
ability g given by:

q = Ppyc(1|0) = Z Pryi(110), (C.20)

Concerning the 16-QAM, we represent in Figure C.3 the decision regions Yy for s € [1 : 4].
It can be easily seen that, for s = 1 and s = 3, using the symmetries of X and of the Gaussian
distribution, one can write that:

Z / Py x (ylz)dy = Z / Pyx (y|z)dy (C.21)

TEXS zeX}

However, for s = 2 and s = 4, the previous equality does not hold in the sense that the
integration over )} entails a larger clipping of the Gaussian distribution than the integration
over ). However, if the SNR is not too low —e.g., SNR > 0 dB for a normalized 16-QAM
constellation— one can show that both integrations yield the same probability. The proof
follows then similarly to the 8-PSK case. g

Vi V3 Vi
O on 001 0 0

ST AN AP
E PN,

111 101

Figure C.2: Decision regions of the 8-PSK constellation.
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Bit-Interleaved Coded Modulations
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Figure C.3: Decision regions of the 16-QAM constellation.

C.3 Proof of Theorem 4.2

Let us start with two properties of an (n, k) linear block code.

(i) The pseudo-inverse of a code pin,(-) is defined by a k x n matrix A such that Ac = wu;

(ii) the matrix B = [HT, AT], where H is the parity matrix of the code, is full rank, thus,

invertible.

Next, we can write for €2, € {0,1}* and I € R™:

Py p(eull) = Py gy, o (€ul 11,7 (C.22)

= Pgs o, mot as(€ul 1], HI, AL), (C.23)

where we have used the fact that B = [HT, AT] is invertible. Next, recalling the result of
Theorem 4.1 in (4.20), we have that:

AL' = ACo E, =Ua E",. (C.24)
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Since, U is i.i.d following a Bern(0.5) distribution, and since E? is independent of U, then
AL? is Bern(0.5) and is independent of EY. Hence, it follows that:

Py e apy(€ullll, HU, ALY = Ppo g (e3]12], HT). (C.25)

Finally, by marginalizing both the right-hand side and left-hand side with respect to the k —1

variables (E} |,...,Eb; (Bl g, ..., EZk:) for all i € [1 : k], concludes the proof. O

C.4 Proof of Lemma 4.4

C.4.1 8-PSK reliabilities invariances ||

Let us consider the LLRs of the 8-PSK constellation of Lemma 4.2 and analyze the LLR of
the 1st and 2nd bit-positions of the labeling s =1 and s = 2. Let y € C, we have that:

h(y)| = Zyaim(y)l if [Im(y)| < |Re(y)]
2v/2y |BIm(y)| — aRe(y)]| else

()] = 4 D1eIReW)l if [Re(y)| < [Im(y)|
2v/2y |BRe(y)| — alIm(y)|| else

Note that, irrespective of whether |Im(y)| < |Re(y)| or |[Im(y)| > |Re(y)|, it follows that

()] = 1l(=y)| = [ (y")] = [ (=y")] (C.26)
l2(y)| = l2(=y)| = [l2(y")] = |l2(=y")]. (C.27)

Assume that y = x + w and let us consider the labels of the symbols of the constellation as
shown in Figure 4.5. Then, if x = zg or © = x1, the result follows. If x = x9, then

—y* =1y —w =1 — W, (C.28)

which, by the circularity of the random noise W, i.e., Py (w) = Py (—w*) and by (C.26) proves
our claim for both s =1 and s = 2. If x = z3, then, since 9 = —23, —y* = 29 — w*, which
proves similarly the claim. The same reasoning can be iterated for all possibly transmitted
symbols x, showing that either y, —y, y* or —y* would correspond to a transmitted symbol
equal to xg or z1 with the same reliability value |l5| for s = 1 and s = 3, and with the same
noise probability since Py (w) = Py (—w) = Py (w*) = Py (—w*).

As for s = 3, recalling the result of Lemma 4.2, one can write that, for all y € C:
l3(y)| = 2v(8 — @)|[Im(y)| — [Re(y)||. (C.29)

In this case, we can show that:

I3()| = lls(=y)| = l3(y")] = |I3(=y")|
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= [3Gy)l = [ls(=5y)| = lls(Gy")| = [la(=5y")l, (C.30)

where j2 = —1. This implies a stronger result than for s = 1 and s = 2 in that all received
noisy symbols y could be mapped to a noisy symbol obtained from the transmission of xg
while maintaining the same observed reliability |l3(y)].

To conclude, for the 8-PSK, all possible reliabilities |l5| can be generated from the trans-
mission of zg and x7. O

C.4.2 16-QAM reliabilities invariances ||

Let us consider the 16-QAM constellation of Figure 4.5 and let y € C. Following similar lines
as for the 8-PSK, let us recall the expressions of the LLRs of Lemma 4.3. We have that, for
s=1and s =3,

()| = 4 DRI i [Re(y)] < d (©.31)
2vd |2|Re(y)| — d| else,
2yd[m(y)| if [Im(y)] < d
l = C.32
13(9) {2fyd]2|lm(y)] —d| else. ( )

It can be shown from the above expressions that whatever the interval to which |[Re(y)| and
|Im(y)| belong, we have

L) = 1y +j2)| = [h(=y +72)| = [L(y* + j2)|
13(y)| = l3(y + 2)| = |l3(=y + 2)| = [I3(y* + 2)|,

for any z € R. Hence, assuming that y = ¢ + w, if z = g or x = x1 or x = x4, the result is
trivial for s = 1 and s = 3. Otherwise, if for instance x = x2, then observing that

Y+ 2jd = x9 + 2jd +w = 29 + w, (C.33)

the result follows. Similarly, if z = x5, then noting that x5 = x4 — jd allows to write that
y — jd = x4 + w. Hence, one can follow similar lines of proof for all possibly transmitted
symbols of the 16 QAM constellation by resorting either to y + kjd or —y* + kjd for s = 1,
or y + kd or y* + kd for s = 3, where k € [-3: 3]. As for s =2, and s = 4, having that

ll2(y)| = 2vd |[Re(y)| — d| (C.34)
lla(y)| = 2vd|[Im(y)| — 4|, (C.35)

one could show the result of the theorem by using the three symbols xg, 1, and x4 following
similar lines as the case of s =1 and s = 3. O
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Résumé — Dans cette thése de doctorat, nous explorons des solutions basées sur
I’apprentissage automatique pour le décodage canal dans les systemes de communication
de type Machine-a-Machine, ou l'atteinte de communications ultra-fiables et a faible latence
(URLLC) est essentielle. Leur principal probléme provient de la croissance exponentielle de
la complexité du décodeur a mesure que la taille du paquet augmente. Cette malédiction de
la complexité se manifeste sous trois aspects différents : i) le nombre de schémas de bruit cor-
rigeables, ii) 'espace des mots de code & explorer, et iii) le nombre de parametres entrainables
dans les modeles. Pour pallier la premieére limitation, nous explorons des solutions basées sur
les Machines a Vecteurs de Support (SVM) et proposons une approche bit-a-bit qui réduit
considérablement la complexité des solutions SVM existantes. Pour aborder la deuxieme lim-
itation, nous investiguons des décodeurs neuronaux de type syndrome-based et introduisons
un nouveau décodeur orienté message qui améliore les schémas existants tant au niveau de
son architecture que du choix de la matrice de parité. Concernant la taille du réseau, nous
développons une version récurrente d’un décodeur basé sur le transformer qui réduit le nombre
de parametres tout en maintenant 'efficacité par rapport aux solutions précédentes. Enfin,
nous étendons le décodeur proposé pour supporter les modulations d’ordre supérieur via les
Modulations Codées avec et sans Entrelacement de Bits (BICM et CM, resp.), facilitant ainsi
son application dans des environnements de communication plus réalistes.

Mots clés : Communications, codage canal, apprentissage automatique, réseaux de
neurones, machine a vecteurs de support.

Abstract — In this Ph.D. thesis, we explore machine learning-based solutions for channel
decoding in Machine-to-Machine type communications, where achieving ultra-reliable low-
latency communications (URLLC) is essential. Their primary issue arises from the exponential
growth in the decoder’s complexity as the packet size increases. This curse of dimensionality
manifests itself in three different aspects: i) the number of correctable noise patterns, ii) the
codeword space to be explored, and iii) the number of trainable parameters in the models. To
address the first limitation, we explore solutions based on a Support Vector Machine (SVM)
framework and suggest a bitwise SVM approach that significantly reduces the complexity
of existing SVM-based solutions. To tackle the second limitation, we investigate syndrome-
based neural decoders and introduce a novel message-oriented decoder, which improves on
existing schemes both in the decoder architecture and in the choice of the parity check matrix.
Regarding the neural network size, we develop a recurrent version of a transformer-based
decoder, which reduces the number of parameters while maintaining efficiency, compared to
previous neural-based solutions. Lastly, we extend the proposed decoder to support higher-
order modulations through Bit-Interleaved and generic Coded Modulations (BICM and CM,
respectively), aiding its application in more realistic communication environments.

Keywords: Communications, channel coding, machine learning, neural networks, sup-
port vector machine.
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